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Abstract

A method to determine the orientation of an object relative to Magnetic 
North using computer vision and identifi cation techniques, by hand compass 
is presented. This is a necessary condition for intelligent systems with 
movements rather than the responses of GPS, which only locate objects within 
a region. Commonly, intelligent systems have vision tools and identifi cation 
techniques that show their position on the hand compass without relying on a 
satellite network or external objects that indicate their location. The method 
of intelligent guidance is based on image recognition for the red needle of a 
compass, fi ltering the resulting image, and obtaining the angle direction, that 
allows fi nding the orientation of the object.

----- Keywords:Computer vision, identifi cation, hand compass, RGB 
Image.

Resumen

En este trabajo presentamos un método para determinar la orientación 
de un objeto con respecto al Polo Magnético utilizando la visión por 
computadora así como las técnicas de identifi cación, con respecto a la aguja 
de la brújula. Condición necesaria dentro de los sistemas inteligentes con 
movimiento en lugar de las respuestas del GPS, ya que solo ubica al objeto 
dentro de una región. Comúnmente, los sistemas inteligentes cuentan con 
herramientas de visión y las técnicas de identifi cación y solo requieren 
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obtener su posición con respecto a la aguja de la brújula sin depender de una 
red de satélites o de objetos externos que indican su orientación. El método 
de orientación inteligente se basa en el reconocimiento de imágenes para la 
manecilla roja de una brújula y que al fi ltrar la imagen resultante se puede 
obtener el ángulo que tiene la aguja, permitiendo conocer la orientación del 
objeto.

----- Palabras clave: Visión por computadora, identifi cación, brújula, 
imagen RGB

Introduction
This paper demonstrates a computer vision 
application with identifi cation techniques in 
which the computer understands the meaning of 
hand compass location. The compass, a device 
used to determine geographical directions, 
usually consists of a magnetic needle or needles, 
horizontally mounted or suspended, and free to 
pivot until aligned with a Planet’s magnetic fi eld 
[1-3]. Autonomous mobile robots need methods 
to obtain their location objective, commonly 
linked to nearby environments [1], but in an actual 
technological situation, some of them, have GPS 
(Global Positioning System) tools traveling around 
the world autonomously [2]. However, what 
happens when the GPS system cannot operate 
suitably? One solution is to show an application 
of computer vision to understand the meaning 
of hand compass orientation for robot intelligent 
systems. For example, the airplane viewed as 
intelligent system navigation is based in GPS, 
and has limits with respect to trajectory changes. 
In this case, the intelligent system considering the 
VOR (Very Omni-directional Range) net indicates 
the trajectory as is illustrated in fi gure 1. 

The intelligent system changes to a manual 
operation when it breaks communication with an 
airplane. The compound tool has many technical 
limitations so that a normal hand compass 
orientation methodology could be used as a tool 
in intelligent machines, operating with internal 
computer vision and identifi cation techniques.

The system used to locate an airplane position 
on land is the GPS but its trajectory with 
aerodynamic conditions, requires the VOR 
net system illustrated in fi gure 1. The system 

generated in this case is very complex. If one of 
these fails, the airplane loses its trajectory, and 
has to change to manual mode, using compass 
location. The airplane has a set of intelligent 
systems and identifi cation techniques which 
shutdown when there are external problems.

Figure 1 The airplane trajectory building with GPS 
and VOR net

Additionally this paper focuses on an intelligent 
robot that needs to locate its position within any 
solar system, which does not operate either GPS 
or VOR. It needs to determinate the North Pole 
considering traditional magnetic hand compass 
directions, using intelligent computer vision and 
identifi cation techniques. The analysis consists 
in: taking digital images of a compass identifying 
the needle that determines the hand compass 
angle with respect to magnetic North. An example 
of the images used in the experiment is shown in 
fi gure 2, where the image has resolution 1152 per 
864 pixels. The black background and red needle, 
is expressed in gray tones.
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This methodology works within limits [4, 5]: the 
distance between the compass and the camera is 
variable and the angle between the normal and 
the compass slope does not surpass 20 degrees, 
as shown in fi gure 3.

Figure 2 The compass photo indicates North by the 
gray needle

Figure 3 The identifi cation angle (θs) with respect to 
Z-axis is the base of this methodology

For representative information of the compass 
image there are many useful computer vision 
tools such as: image enhancement methods, 
images thresholding, image segmentation and 
image analysis [6-8]. Some of these tools have the 
objective to locate Magnetic North considering 
the methodology proposed in fi gure 4. 

Scenario for an intelligent robot 
approach

The scenario described above is presented as a 
good option, but it is important to describe the 
effi ciency of this method compared to GPS. 
First we describe how GPS works, and the 
environment in which an intelligent robot can 
act which is the same for GPS and the RTDM 
(Red Thresholding Discrimination Method). 
Both methods complement each other, giving an 
intelligent robot more autonomy when working 
in different environments and circumstances.

Acquisition and Image enhancement 

Color Segmentation and 
thresholding 

Binary Red 
Image 

Binary Green 
Image 

Binary Blue 
Image 

Analysis of the red compass needle  

Determination of North location 

Figure 4 North Pole locations block diagram 
methodology

GPS was fi rst designed for military purposes. 
The US Military developed and implemented a 
network using satellites as a military navigation 
system around Earth, but soon opened it to the 
public [9]. A GPS receiver’s job is to locate four 
or more of these satellites, fi gure the distance 
to each, and use this information to deduce its 
own location. This operation, based on a simple 
mathematical principle called trilateration is 
illustrated in fi gure 5. It has been implemented in 
2D and 3D scenarios [10]. First we explain 2D to 
give a general idea, and then 3D with the scenario 
of the intelligent robot, showing its pros and cons. 
Finally the system will explain where and how the 
gray TDM (Thresholding Discrimination Method) 
complements an intelligent robot operation.
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Figure 5 The GPS 2D intersections trilateration 
region

The 2D intersections trilateration allows locating 
an object, using three circles. For a 3D scenario, 
the trilateration considered three intersected 
circles, obtaining the zone location. The 
trilateration system applied to intelligent robots 
permits autonomy in any fi eld. The intelligent 
robot with defi ned end point trajectory, selects 
its movements, with 2D or 3D information 
and criteria, to accomplish an objective. The 
effect of weather conditions, noise, vibrations 
in a small room, and the GSP will give wrong 
information, affecting the robot’s location [11]. 
Therefore, the computer robot system requires 
intelligent algorithms, bounding the disturbances 
and allowing the trajectory to accomplish its 
conditions. Figure 6 shows the situation where 
the robot is inside an isolated environment. 

RTDM avoids obstacles. It is based on a hand 
compass registered by images, that permits the 
robot’s evolution trajectory, taking into account 
the last coordinates and the actual location with 
respect to GLIM (Global Localization Image 
Map) described its operations in a block diagram, 
such that the robot creates an intelligent strategy 
situated in a fi xed scenario (see example: [1, 12, 
13]), as shown in fi gure 7.

This approach presents a combination of two 
techniques; one is GPS and the other is RTDM 
giving a new location [14].

 

Figure 6 The robot that has lost its location situated 
inside an isolated environment

Step 1 
The GPS data

Is there 
information? Step 2 

No more tasks 
Yes

No

Step 3 
 

Data from camera of the 
needle compass 

Step 4 
 

Red Threshold 
Discrimination Method 

Step 5 
New Map of Coordinates 

Step 6 
LSM angle estimation 

Is there data 
from GPS? 

No Yes

Figure 7 Robot blocks diagram strategies situated in 
a fi xed scenario

Experiment
Image enhancement

This experiment necessitates enhancing the 
images eliminating noise at high frequency 
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because the camera is sensitive to high frequency 
noise and different illumination qualitative, 
but before image fi ltering, it was necessary to 
observe an RGB color image. Moreover, we 
can use each RGB color independently. So 
at the fi rst image processing stage we use the 

low pass fi lter as an arithmetic averages fi lter 
[15, 16]. For each RGB color we can obtain the 
intensity matrixes fR (x, y), fG (x, y), fR (x, y), fB 
(x, y), respectively, as shown in fi gure 8 a). Their 
deviations are described as equations described 
in (1) and fi gure 8 b).

  (1)

Where faaR(x,y) is the red intensity image 
deviation, faaG(x,y) is the green, and faaB(x,y) is 
the blue and n = 3 is the fi lter kernel dimension 
applied for each RGB intensity matrix [17, 18]. 

For example, fi gure 8 a) shows the red image 
intensity, and fi gure 8 b) shows the fi ltered image, 
observing that the fi rst image intensity has noises 
that affect the contents.

a)  b) 
Figure 8 a) The compass image intensity “fR (x, y)”, b) The fi ltered compass image “faaR (x, y)”. Both images 
expressed in gray tones with respect to red intensity regions

The same fi lter process was used in green and 
blue functions described as equations faaG and faaB, 
respectively.

Color image thresholding

At this stage we prepared the object’s separation 
in RGB image [15] to isolate the object of 
interest. We are interested in fi nding the hand 
compass location. First we have to get the hand 
compass information, and color separation 
images. The North pointer is red, so fi rst we have 
to make red color segmentation and we propose 
a simple method segmentation process after the 
thresholding stage. So we implemented of Otsu’s 

method [6, 8]. We got three compass binary 
images: red, green, and blue, as shown in fi gure 
9 a), fi gure 9 b) and, fi gure 9 c), respectively. An 
important aspect we must observe is that white 
needle has a considerable amount of red, green, 
and blue. The white pointers appear in the red, 
green, and blue threshold images. 

Images segmentation

At this stage, we isolated the studied RGB image 
compass colors, shown in fi gure 10 a). Finding 
the red handle color expressed symbolically as 
redpure in base to equation (2).

  (2)
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The results with respect equation (2) 
correspond to the zone shown in figure 10 b). 
Equation (2) allows generate red pointers in 

a)   b)  c)  

Figure 9 The threshold images with respect to a) red, b) green, and c) blue, shown in gray 

ISkeletonization

At this stage we obtained the mean line 
according to the segmented image in fi gure 9 c), 
using techniques exposed in [14] considering 

the compass image. Therefore, the computer 
obtains the image shown in figure 10 c), 
expressed in gray.

it removes pixels from object boundaries but 
does not allow objects to separate. The pixels 
remaining make up the image skeleton as 
illustrated in fi gure 11. This option conserves 
the Euler number [6, 19]. 

a) 
bb)           c) 

Figure 10 a)mThe RGB primary colors combination viewed in gray, b) The red zone using equation (2), c) Hand 
compass image segmentation results

Angle estimation using Least Squares 
Method

To estimate the compass hand angle, we 
consider the skeleton points (see fi gure 11). 
Therefore, the skeleton point set is expressed as 
{ } [ ]

2
iii n1Ryxs ,),(: ⊆=  with Ni ∈ .

Theorem 1. Consider the function
 that described the 

sequence of is . The parameters estimation is 

optimal and has the form 2
352

3451
k

CCC

CCCC
a

−
−=ˆ  and 

,ˆ
2
352

3451
k
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CCCC
b

−
−=  with ;,ˆ,ˆ RCba ikk ∈  with  i, k N. 

 
Figure 11 Hand compass skeleton shown as a thin 
line in gray
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Proof 1. The functional error in discrete form is 
described by the second probability moment 

 . (5)

Substituting the proposed function in equation 
(5):

  (6)

Where a and b are unknown parameters, with 
respect to the trajectory depicted by the skeleton 
points sequence. In this sense, the gradients of 
equation (6) respect both parameters: 

  (7)

Simplifying the expressions considered in 
equations contained in (7):

 
 (8)

The equations contained in (8) are symbolically 
expressed as:

 bCaCC 321 += , bCaCC 534 +=  (9)

The analytical parameters in base to equations 
contained in (9) have the forms:

  (10)

Theorem 2. The recursive functional error has the 
form:

  (11)

Converge in AAP (Almost All Points) to
n

n

snG +→
∞→

εlim
. 

Proof 2. Considering the basic mathematical 
expression

  (12)

According to [20, 21], Gn integrated by 
( ){ }+∈=∞<= Znn1iyxs iii ,,,,μ  as a metric 

sequences set in L2, expressed as a group of 
radio vectors in Gℑ . The second probability 
moment with respect to error identifi cation

, has a recursive form 

for stationary conditions expressed in equation 
(11), and the sequence converges in AAP , i.e., 

n
AAP

ni

sixf +→
→

ε)(lim , with inf{i}=>0 in agreement 

to optimal parameters results considered as 
equations contained in (10).

Theorem 3. According to camera reference point, 
the relative axes system is within a relative scope 
defi ned as an analytical technique:

 kk

kk
m

ba1

ba
m

ˆˆ

ˆˆ
ˆ

+
−

= . (13)

Where: kâ  is the camera relative scope and, kb̂  
is the hand compass scope. This means that kâ  
is a relative angular moving with respect to the 
camera axes.

Proof 3. The relative angular position considered 
in [5, 13, 17] , expressed as mm̂  is a functional 
of unknown camera relative and hand compass 
scopes, described in equations contained in (10), 
so that, the hand scopes estimation converge 
in AAP in a agreement to theorem 2, obtaining 
equation (13).

Therefore, the relative angle with respect to 
magnetic North according to the relative axes 
camera position considered in equation (13) is 
depicted in fi gure 12 showing the identifi ed line 
scope kb̂ . 

The relative scope after identifying the thin 
black line with respect to equation (13) based on 
equations contained in (10), had a positive angle, 
and described as 4 grades deviation with respect 
to Magnetic North. 
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Conclusion
In this paper we developed an intelligent 
orientation methodology that could be used 
by intelligent machines automatically locating 
Magnetic North, without considering an 
external information system. The combination 
of identifi cation stochastic techniques and 
traditional computer vision, showed the slope 
as a thin black line, illustrated in fi gure 12, 
corresponding to equation (13).

Figure 12 Hand compass skeleton estimation 
viewed as a thin black line

In future works we will focus on expanding 
the dynamic location between different time 
intervals, considering Nyquist restrictions.
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