On the implementation of adaptive multiresolution spectral WENO scheme for the multiclass Lighthill-Whitham-Richards traffic model
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Abstract

In this paper, the implementation of a spectral or characteristic-based fifth order WENO (Weighted Essentially Non-Oscillatory) scheme is described in detail along with an adaptive multiresolution technique for efficiently computing the numerical solution of a multi-class traffic flow model described mathematically by a nonlinear system of conservation laws. In [1] the authors considered the same problem but in a component-wise manner. More recently, [2] conducted numerical experiments by using characteristic-based schemes combined with AMR (Adaptive Mesh Refinement) strategy.
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Resumen

En este artículo, se describe detalladamente la implementación del esquema WENO (Weighted Essentially Non-Oscillatory) de quinto orden, incorporando información característica y combinado con la técnica adaptativa de multiresolución para calcular de una manera eficiente, la solución numérica de un modelo de tráfico vehicular con varias especies descrito matemáticamente por un sistema no lineal de leyes de conservación. En la referencia [1] se estudia el mismo problema, pero sin incluir información característica. Más
Among the variety of engineering problems described by systems of conservation laws, traffic flow models have recently received particular attention. In this paper, we deal with numerical approximations to the multiclass Lighthill-Whitham-Richards (MCLWR) kinematic traffic model using adaptive multiresolution characteristics-wise WENO scheme. The MCLWR model [4, 5] is a generalization of the celebrated Lighthill-Whitham-Richards model to multiple classes of drivers. This model is described by a nonlinear and spatially one-dimensional systems of conservation laws given by equation (1):

\[ \partial_t \rho + \partial_x f(\rho) = 0 \] (1)

where \( t \) is the time, \( x \) the spatial variable, \( \rho = \rho(x,t) = (\rho_1, \ldots, \rho_M)^T \) is the vector of densities, that is, each \( i = 1, \ldots, M \), \( \rho_i \) is the density of vehicles belonging to the class or species \( i \), and \( f(\rho) = (f_1(\rho), \ldots, f_M(\rho))^T \) is the so-called flux function. Under the assumptions that drivers of each class adjust their velocity to the total traffic density \( \rho = \rho_1 + \cdots + \rho_M \), and all drivers adjust their velocities in the same way, the model is defined by the relationship expressed in the equation (2):

\[ f_i(\rho) = \rho_i v_i(\rho), \quad i = 1, \ldots, M, \] (2)

with \( v_i(\rho) = v_{i,\text{max}} V(\rho) \).

Here, \( v_{i,\text{max}} \) is the maximum velocity attained by cars in class \( i \) and \( V = V(\rho) \) is the function that describes the behavior of drivers. It is further assumed that \( 0 < v_{1,\text{max}} < v_{2,\text{max}} < \cdots < v_{M,\text{max}} \).

Hyperbolicity of the system (1)-(2) has been studied by many researchers. In [4], the authors showed the hyperbolic characters of the model for the special case that \( v_i(\rho) \) are linear functions by showing that the system is symmetrizable. Moreover, they constructed an explicit entropy pair for this system. In [6], a complete discussion of hyperbolicity of the system is made by obtaining a convenient expression for the eigenpolynomial of the Jacobian matrix of the flux function and providing bounds to estimate the eigenvalues. More recently, in [2, 7] was performed a general analysis of the hyperbolicity of the MCLWR traffic models providing the full spectral decomposition, which is an essential information for the implementation of high order characteristic-based numerical schemes. These references also include numerical simulation with characteristic-wise WENO schemes combined with adaptive mesh refinement approach.

The hyperbolicity analysis developed in [2] is based on the fact that the Jacobian matrix \( J_f(\rho) \) of the flux function (2) can be written as a rank-one perturbation of a diagonal matrix, as it is shown in the equation (3):

\[ J_f(\rho) = D + ab^T, \] (3)

where \( D = \text{diag}(v_1, \ldots, v_M) \), \( a = (\rho_1 v_1'(\rho), \ldots, \rho_M v_M'(\rho))^T \) and \( b = (1, \ldots, 1)^T \). Thus, the full eigenstructure of system (1)-(3) can be obtained from the next lemma.

**Lemma 1** [2]. Let \( J = D + ab^T \) be an \( M \times M \) matrix, where \( D = \text{diag}(v_1, \ldots, v_M) \) with \( 0 < v_1 < \cdots < v_M \), \( b^T = (1, \ldots, 1) \) and \( a \) is a column vector with non-positive components as above. Let us denote \( \Lambda = \{ q : a_q \neq 0 \} \), and \( S(\lambda) \) the function described by the equation (4):
\[ S(\lambda) = 1 + \sum_{q \in A} \frac{a_q}{v_q - \lambda}. \] (4)

Then \( J \) is diagonalizable if and only if \( S(v_q) \neq 0 \) for all \( q \in A \). In this case, the eigenstructure of \( J \) is as follows: for \( q \in A \), \( v_q \) is an eigenvalue with the corresponding left and right eigenvectors \( l = (l_1, \ldots, l_M)^T \) and \( r = (r_1, \ldots, r_M)^T \) given by equation (5):

\[
l_i = \delta_{q,i}, \quad r_i = \begin{cases} \frac{a_i}{v_q - \lambda} & \text{if } i \neq q \\ -S(d_q) & \text{if } i = q \end{cases} \] (5)

If \( c \) is the number of elements of \( A \), the remaining eigenvalues are the \( M-c \) real roots of \( S(\lambda) = 0 \), with corresponding left and right eigenvectors \( l \) and \( r \) given by the following expressions:

\[
l_i = \frac{1}{v_i - \lambda}, \quad r_i = \frac{a_i}{v_i - \lambda}.
\]

**Multiresolution Algorithms**

Adaptive multiresolution method has proven to be an efficient tool to solve partial differential equations, particularly hyperbolic conservation laws [1, 3, 8-10]. Multiresolution strategy is based on the observation that the knowledge of the numerical solution on the coarsest grid, plus a set of errors at different levels of nested dyadic grids permits to compute the solutions on the finest level. Because the errors are small in regions where the solution is smooth, they can be discarded in such zones, then the costly numerical fluxes calculations are replaced by inexpensive flux interpolation. In this manner, data compression is achieved. For the sake of completeness and self-contained, this paper briefly describes the multiresolution framework, for more details see [1, 3, 8].

First, we consider a family of uniform nested dyadic grids \( (X^0, X^1, \ldots, X^c) \) on the interval \( I := [a, b] \), where \( X^c := \{x_0^c, x_1^c, \ldots, x_m^c\} \), \( N_c = 2^k \), \( k \in \mathbb{N} \), being \( X^0 \) and \( X^c \) the finest and the coarsest resolution levels, respectively. Since the grids are uniform, the cell length of level \( k \) is \( h_k = (b-a)/N_k^c \).

The input data are cell averages \( \bar{\rho}_j^0, j = 0, \ldots, N_0^c \), of a function \( \rho(x) \) taken over the cells \( [x_j^0, x_{j+1}^0] \) bounded by points from the finest level \( X^0 \). The equation (6) shows some relationships between levels \( k \) and \( k-1 \):

\[
X^{k-1} - X^k = (x_{2j+1}^{k-1})_{j=1}^{N_k}, \quad X^{k-1} \cap X^k = X^k \quad \text{and} \quad x_j^k = x_{2j}^{k-1} \quad \text{for } 1 \leq j \leq N_k
\] (6)

The representation of \( \rho \) on any coarse grid \( X^k \) can be obtained from the finest level \( X^c \) by means of equation (7):

\[
\rho_j^k = \frac{1}{2} (\rho_{2j-1}^{k-1} + \rho_{2j}^{k-1}), \quad 1 \leq j \leq N_k, \quad 1 \leq k \leq L_c
\] (7)

In order to recover the representation of \( \rho \) on \( X^c \) from that on \( X^k \), it is considered that the knowledge of the cell-averages \( \rho^k \) is equivalent to that of point values \( \rho_{2j-1}^{k-1} = \rho(x_j^k) \), where \( \rho \) (see the equation (8)) is the primitive function of \( \rho \).

\[
\rho(x) = \int_a^x \rho(y) \, dy
\] (8)

The equations (9) express a useful relationship between \( \rho_j^k \) and \( \rho_j^c \):

\[
\rho_j^c = h_k \sum_{i=0}^{N_c} \rho_i^k \quad \text{and} \quad \rho_j^c = h_k \sum_{i=0}^{N_c} \rho_{2j-1}^{k-1} \quad \text{for } 1 \leq j \leq N_k
\] (9)

To recover the point values \( \rho_{2j-1}^{k-1} \) on \( X^c \) from \( X^k \), the equations (6) and (10) are employed in order to obtain \( \rho_{2j-1}^{c-1} \):

\[
\rho_{2j-1}^{c-1} = \frac{1}{2} (\rho_{2j-1}^{k-1} + \rho_{2j}^{k-1}), \quad 0 \leq j \leq N_k
\] (10)

The missing values \( \rho_{2j-1}^{k-1} \) at \( x_{2j-1}^{k-1} \) for \( 1 \leq j \leq N_k \) are approximated by using the inexpensive third order degree Lagrange polynomial interpolator \( I(x, \rho_k) \) with the interpolation stencil \( \{x_{2j-1}^{k-1}, x_{2j}^{k-1}, x_{2j+1}^{k-1}\} \) as it is shown in the equation (11):

\[
\rho_{2j-1}^{c-1} \approx I(x_{2j-1}^{k-1}, \rho_k) = \sum_{m=j-2}^{j+1} \left( \rho_{2j-1}^{k-1} - x_{m}^{k-1} \right) \sum_{p=j-2}^{j+1} \left( x_{2j}^{k-1} - x_{p}^{k-1} \right) \rho_{2j-1}^{k-1} - x_{p}^{k-1}
\]

\[
\frac{1}{16} \left( -9 \rho_{2j-1}^{k-1} + 9 \rho_{2j}^{k-1} - \rho_{2j+1}^{k-1} \right)
\] (11)
For approximating $P_{b}$ and $P_{k+1}^{i}$, the stencil of interpolation is modified to use only points inside the domain $[a, b]$. We obtain $l(x_{b}j, P_{b}) = \frac{1}{18}(5P_{0} + 15P_{b} + 5P_{b-1}^{i} + P_{b-2}^{i})$ and $l(x_{b}j, P_{k+1}) = \frac{1}{16}(P_{k+1}^{l} - 5P_{k}^{l} + 15P_{k+2}^{l} - 5P_{k+3}^{l} + P_{k+4}^{l})$.

Let us denote by $d_{j}$ the interpolation errors for the cell averages, which are denoted by $\tilde{d}_{j}$ can be estimated by the equation (12):

$$d_{j}^{k} = \rho_{k}^{j-1} - I(x_{k}j, \rho^{j}), 1 \leq j \leq N_{k}. \quad (12)$$

The quantities $d_{j}$ are also known as details or wavelets coefficients. From equations (9) and (12), the details can be expressed by means of equation (13):

$$d_{j}^{k} = \rho_{k}^{j-1} - \frac{1}{2}(\rho_{j-1}^{k} - \rho_{j+1}^{k}) \quad (13)$$

for $j = 2, \ldots, N_{k} - 1$.

Similar expressions are obtained for $d_{j}^{k}$ and $d_{k+1}^{j}$. Equations (9), (10) and (13) imply that the knowledge of $(d_{j}^{k}, \rho^{j})$ with $\rho^{j} = (\rho_{0}^{j}, \rho_{1}^{j}, \ldots, \rho_{N_{k}}^{j})$ and $d^{k} = (d_{0}^{k}, d_{1}^{k}, \ldots, d_{N_{k}}^{k})$ is equivalent to the knowledge of $\rho^{k+1}$, thus we can recover the cell averages $\rho^{j}$ on the finest level from the knowledge of all details $d_{j}^{j}$, $d_{j+1}^{k}$, $\ldots$, $d_{N_{k}}^{k}$, $\rho^{j}$ are the significant points set $\mathcal{D}^{*}$ is equivalent to the knowledge of $\rho^{j}$ on the coarsest level. The sequence $\rho_{M}^{j} := (d_{j}^{j}, d_{j+1}^{k}, \ldots, d_{N_{k}}^{k}, \rho^{j})$ is called the multiresolution representation of $\rho^{j}$. Since the wavelets coefficients correspond to interpolation errors, they contain information about the local regularity of $\rho$. These coefficients will be used for the construction of a set of indices that contains the significant positions in the following sense: if $d_{j}$ are the details of the multiresolution representation of the fine-grid solution $\rho^{j}$ at time $t_{n}$, the significant positions for the next time step $n+1$ are the points $x_{j}^{k}$ for which $(j, k) \in \mathcal{D}^{*}$, where the set $\mathcal{D}^{*}$ is defined by the equation (14):

$$\mathcal{D}^{*} := \{ (j, k) : \| d_{j}^{k} \|_{\infty} > \varepsilon_{k} \} \quad (14)$$

Here, $\varepsilon_{j} = \varepsilon/2^{l_{j}^{*}-k}$ where $\varepsilon > 0$ is a prescribed tolerance and $\| d_{j}^{k} \|_{\infty}$ is the maximum norm of the vector $d_{j}^{k} = (d_{j}^{k}, \ldots, d_{j}^{k})$. It is well-known that solutions of hyperbolic conservation law develop discontinuities in the form of shock waves, therefore the significant points set $\mathcal{D}^{*}$ must be extended for including the so-called safety points, such extension will be denoted by $\mathcal{D}^{*}$. In [3], the author proposed the following algorithm to compute $\mathcal{D}^{*}$:

**Algorithm 1**

1. Set $\hat{\mu}(j, k) = 0$, $1 \leq j \leq N_{k}, 1 \leq k \leq L_{c}$
2. FOR $k = 1, \ldots, L_{c}$
   
   FOR $j = 1, \ldots, N_{k}^{c}$
   
   IF $\| d_{j}^{k} \|_{\infty} \leq \varepsilon_{k}$ THEN
   
   $d_{j}^{k}(\rho^{j}) = 0$
   
   ELSE
   
   $\hat{\mu}(m, k) = 1$, $m = j - 1, j, j + 1$
   
   IF $\| d_{j}^{k} \|_{\infty} \geq 2\varepsilon_{k}$ AND $k > 1$ THEN
   
   $\hat{\mu}(2j, k - 1) = 1$, $\hat{\mu}(2j, k - 1) = 1$
   
   END
   
   END
   
END

3. Define $\mathcal{D}^{*} := \{ (j, k) : \hat{\mu}(j, k) = 1 \}$.

The set $\mathcal{D}^{*}$ plays the role of flag, i.e., if the index $(j, k)$ belongs to $\mathcal{D}^{*}$, then the numerical flux corresponding to the position $(2j - 1, k - 1)$ is computed using a standard numerical scheme (in this paper, the characteristic-wise WENO scheme); otherwise, the flux is interpolated from coarser grids. This is a crucial point because, in general, computational cost to approximate numerical solution of hyperbolic conservation laws is concentrated on calculating numerical fluxes, particularly when a characteristic based scheme is employed.
The efficiency (15) of the multiresolution algorithm is measured by the ratio.

\[
eff = \frac{N_0}{\left| \tilde{D}_N \right| + \frac{N_0}{2L_{c}}}
\]  

(15)

**Numerical schemes**

The equation (1) will be approximated by a semi-discrete conservative scheme, as the equation (16) indicates.

\[
\frac{dp_j(t)}{dt} = -\frac{1}{h} \left( \hat{f}_{j+\frac{1}{2}} - \hat{f}_{j-\frac{1}{2}} \right)
\]

(16)

\(p_i(t)\) denotes the numerical approximation of \(p(x_j,t)\), \(h\) is the size of cell with center \(x_j\) and \(\hat{f}_{j\pm\frac{1}{2}}\) are the numerical fluxes.

The right hand side of equation (16) corresponds to an approximation of the spatial derivative \(\partial_x f(p)\) and it will be denoted by \(L_j(p_i(t))\). In order to compute \(f_{j\pm\frac{1}{2}}\), the widely used fifth order WENO scheme \(\text{WENO-5}\) [11] is used. Due to nonlinearity of the model, it is necessary to split the flux into positive and negative parts, that is, \(f(p) = f^+(p) + f^-(p)\). In this paper we employ the Lax-Friedrichs flux splitting \(f^\pm(p) := \frac{1}{2}(f(p) \pm \alpha p)\). Here, the viscosity coefficient (or maximal characteristic velocity) \(\alpha\) is estimated by the equation (17):

\[
\alpha = \max_{1 \leq i \leq M} \left| \lambda_i(p_{j+1/2}) \right|
\]

(17)

where \(p_{j+1/2} = \frac{1}{2}(p_{j+1} + p_j)\) and \(\lambda_i(p_{j+1/2})\) for \(i = 1, \ldots, M\), are the eigenvalues of the Jacobian \(J(p_{j+1/2})\).

In order to implement a spectral version of WENO-5, the complete eigenstructure of \(J(p_{j+1/2})\) are needed, that is, the normalized left eigenvectors \(l_{j+1/2,i}\) and the right eigenvectors \(r_{j+1/2,i}\), \(i = 1, \ldots, M\) of Jacobian matrix (the subscript \(j+1/2\)) indicates the \(i\)-th eigenvector at the interface \(j+1/2\). This information is provided by lemma 1.

Let \(R_{j+1/2}\) be the matrix which columns are the right eigenvectors, thus the rows of its inverse matrix \(R_{j+1/2}^{-1}\) are the left eigenvectors. With this information, it is possible to compute the local characteristic fluxes around the interface \(x_{j+1/2}\) as the equation (18) shows:

\[
\begin{align*}
g_{j+m}^+ & = R_{j+1/2}^{-1} f^+(p_{j+m}) \\
g_{j+m+1}^- & = R_{j+1/2}^{-1} f^-(p_{j+m+1})
\end{align*}
\]

for \(m = -2, -1, 0, 1, 2\).  

(18)

These fluxes are used to construct the smoothness indicators \(I_{S^+}^p\) and \(I_{S^-}^p\), for \(p = 0, 1, 2\), which are given by the equations (19) and (20), respectively:

\[
\begin{align*}
I_{S^+}^0_{,j,l} & = \frac{13}{12} \left( g_{j-2,l}^+ - 2g_{j-1,l}^+ + g_{j,l}^+ \right)^2 + \frac{1}{4} \left( g_{j-2,l}^- - 4g_{j-1,l}^- + 3g_{j,l}^- \right)^2 \\
I_{S^+}^1_{,j,l} & = \frac{11}{12} \left( g_{j-1,l}^+ - 2g_{j,l}^+ + g_{j+1,l}^+ \right)^2 + \frac{1}{4} \left( g_{j-1,l}^- - g_{j+1,l}^- \right)^2 \\
I_{S^+}^2_{,j,l} & = \frac{13}{12} \left( g_{j,l}^+ - 2g_{j+1,l}^+ + g_{j+2,l}^+ \right)^2 + \frac{1}{4} \left( 3g_{j,l}^- - 4g_{j+1,l}^- + g_{j+2,l}^- \right)^2
\end{align*}
\]

(19)

and

\[
\begin{align*}
I_{S^-}^0_{,j,l} & = \frac{13}{12} \left( g_{j+1,l}^- - 2g_{j+2,l}^- + g_{j+3,l}^- \right)^2 + \frac{1}{4} \left( 3g_{j+1,l}^+ - 4g_{j+2,l}^+ + g_{j+3,l}^+ \right)^2 \\
I_{S^-}^1_{,j,l} & = \frac{11}{12} \left( g_{j+1,l}^- - 2g_{j+2,l}^- + g_{j+3,l}^- \right)^2 + \frac{1}{4} \left( g_{j,l}^- - g_{j+2,l}^- \right)^2 \\
I_{S^-}^2_{,j,l} & = \frac{13}{12} \left( g_{j-1,l}^- - 2g_{j,l}^- + g_{j+1,l}^- \right)^2 + \frac{1}{4} \left( g_{j-1,l}^+ - 4g_{j,l}^+ + 3g_{j+1,l}^+ \right)^2
\end{align*}
\]

(20)
Next, the smoothness indicators are used to compute the weights $\omega_p^+$ and $\omega_p^-$ for $p=0,1,2$. These weights are calculated by using the equations (21) and (22):

$$\omega_p^+ = \frac{\theta_p^+}{\theta_p^+ + \theta_p^+ + \theta_p^+}, \quad \omega_p^- = \frac{\theta_p^-}{\theta_p^- + \theta_p^- + \theta_p^-}, \quad i = 1, \ldots, M,$$  \hspace{1cm} (21)

where

$$\theta_p^+ = \frac{c_p}{(\delta + IS_p)^2} \quad \text{and} \quad \theta_p^- = \frac{c_p}{(\delta + IS_p)^2},$$  \hspace{1cm} (22)

and

Here, the second subscript $i$ denotes each characteristic field and the coefficients $C_p$ for $p=0,1,2$, are the ideal weights [12] which are given by $C_0=1/10$, $C_1=6/10$ and $C_2=3/10$. The parameter $\delta>0$ was originally introduced to avoid null denominator. However, as it is pointed out in [13], large values of $\delta$ may cause oscillations, while small values of $\delta$ may cause an order drop. In this paper, this parameter is taken as $\delta=10^{-6}$, since this value is recommended in the literature [13].

Next, the equations (23) and (24) give the components of the characteristic numerical fluxes $\hat{\gamma}_{j+1/2}$ and $\hat{\gamma}_{j-1/2}$ which are obtained by using the weights (24).

Next, it is necessary to perform the reconstruction in the physical space by the reverse projection as the equation (25) shows:

$$\hat{f}_{j+1/2} = R_{j+1/2} \hat{\gamma}_{j+1/2}$$

$$\hat{f}_{j-1/2} = R_{j-1/2} \hat{\gamma}_{j-1/2}$$  \hspace{1cm} (25)

Finally, the numerical flux is formed by taking

$$\hat{f}_{j+1/2} = \hat{f}_{j+1/2} + \hat{f}_{j+1/2}$$  \hspace{1cm} (26)

To solve the equation (16) maintaining high order in time with low storage requirements, we use an explicit strong-stability preserving time discretization method [14], in particular the optimal third-order, three-stage Runge-Kutta method, which is summarize in the equation (27):

$$\rho^{(1)} = \rho^n + \Delta tL(\rho^n)$$

$$\rho^{(2)} = \frac{9}{2} \rho^n + \frac{1}{3} \rho^{(1)} + \frac{1}{4} \Delta tL(\rho^{(1)})$$  \hspace{1cm} (27)

$$\rho^{n+1} = \frac{1}{3} \rho^n + \frac{2}{3} \rho^{(2)} + \frac{2}{3} \Delta tL(\rho^{(2)})$$

where the input $\rho^n$ approximates the solution at $t=t^n=n\Delta t$. 
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In order for the CFL (Courant-Friedrichs-Lewy) condition to be satisfied, the time step $\Delta t$ is computed adaptively by $\Delta t = \sigma \frac{h}{\gamma_{\text{max}}}$, where $\sigma$ is the Courant number and $\gamma_{\text{max}}$ is an estimation of the maximal characteristic velocity for $\rho^\ast$. We recall that the CFL condition is a necessary condition for stability of the finite difference method (see [15] for more details) and numerical experience [16] suggests to take $\sigma \leq 0.6$. In this work, we use $\sigma = 0.2$

Finally, we summarize the adaptive multiresolution spectral WENO scheme in the following algorithm. Given the solution $\rho^{n,0}$ on the finest grid at $t = n\Delta t$, the solution $\rho^{n+1,0}$ on the finest grid at $t=(n+1)\Delta t$ is calculated by the following steps:

**Algorithm 2**

1. Calculate the set of significant points $\tilde{D}^n$ (see Algorithm 1)
2. Construct the multiresolution representation of and then, after discarding insignificant $\rho^{n,0}$ details recover the solution on the finest grid, this solution is denoted by $\tilde{\rho}^{n,0}$
3. Set $\rho_j^{n+1,0} \leftarrow \tilde{\rho}_j^{n,0}$ for $j=1,\ldots,N_0$, and use the Runge-Kutta method (29) to compute $\rho_j^{n+1}$. At each Runge-Kutta stage, the operator $L_j(\cdot)$ is computed from the numerical fluxes for all levels: using spectral WENO-5 if $(j,k) \in \tilde{D}^n$, otherwise Lagrange interpolation is used.
4. Set $\rho_j^{n+1,0} \leftarrow \rho_j^{n+1}$ for $j=1,\ldots,N_0$.

This procedure is repeated up to obtaining the numerical solution at the desired time.

### Numerical experiments

This study considers a standard example from [2, 5, 17], with $M=9$ different classes of vehicles characterized by the maximum velocities $v_{i,\text{max}} = (52.5 + 7.5i)$, $i=1,\ldots,9$. The Drake’s relationship (28) is used as the function $V(\rho)$.

$$V(\rho) = \exp(-0.5(\rho/\rho^\ast)^2), \quad (28)$$

where the common parameter for all user classes $\rho^\ast$ is taken as 50veh/km. The initial condition (29) represent a platoon of maximum global density $\rho=120\text{veh/Km}$ on highway 2 Km long.

$$\rho(x,0)=120p(x) \begin{pmatrix} 0.04, 0.08, 0.12, 0.16, 0.2, \\ 0.16, 0.12, 0.08, 0.04 \end{pmatrix}^T. \quad (29)$$

Here, $p(x)$ is the function given by equation (30)

$$p(x) = \begin{cases} 10x, & \text{if } 0 < x \leq 0.1 \\ 1, & \text{if } 0.1 < x \leq 0.9 \\ -10(x - 1), & \text{if } 0.9 < x \leq 1 \\ 0, & \text{otherwise.} \end{cases} \quad (30)$$

In figure 1, the profile of numerical solutions of each class is shown at $t=0.005$ h. Here, the tolerance considered is $\varepsilon=10^{-3}$ and three levels, i.e., $L_c=3$ and a finest grid with $N_0=2^8$ points. The total density at the same time can be observed in figure 2. Notice the absence of oscillations close to discontinuities thanks the use of characteristic information.

![Figure 1 Densities (vehicles/km) for each class at $t = 0.005$ h](image-url)
Figure 2 Total density at $t = 0.005\; h$

Figure 3 shows the positions of the significant points (elements that belong to $\mathcal{D}^n$) at each level. Notice that in zones where the solutions are smooth, significant positions at finest levels 1 and 2 do not appear, which means that in these zones flux evaluations are computed by interpolation. On the contrary, concentrations of elements of $\mathcal{D}^n$ around shocks are observed. This shows the adaptive capabilities of multiresolution schemes to concentrate computational efforts in regions where it is actually necessary.

Figure 3 Significant positions at $t = 0.005\; h$

Figure 4 presents the evolution of the same problem at $t=0.04\; h$ with its corresponding total densities (figures 5). The behavior of the significant positions is shown in figure 6. In [1] (see example 2) some oscillations are observed at the beginning of the road. We conjecture that such behavior is due to the implementation of WENO scheme in a component-wise manner.

Figure 4 Densities (vehicles/km) for each class at $t = 0.04\; h$

Figure 5 Total density at $t = 0.04\; h$
Tables 1 and 2 show the efficiency and the $L^1$ relative errors $E_i, i=1,\ldots,M$ for each species. The errors are calculated according to the equation (31):

$$E_i = \frac{\|\rho^N_i - \rho^\text{ref}_i\|_1}{\|\rho^\text{ref}_i\|_1}$$

where $\rho^N_i$ is the numerical solution for the $i$-th species with $N \in \{256,512,1024,2048,4096\}$ and $\rho^\text{ref}_i$ is a reference solution (exact solutions are not available) for the $i$-th species.

**Table 1 Approximate errors at $t=0.055h$**

<table>
<thead>
<tr>
<th>$N$</th>
<th>eff</th>
<th>$E_1$</th>
<th>$E_2$</th>
<th>$E_3$</th>
<th>$E_4$</th>
<th>$E_5$</th>
<th>$E_6$</th>
<th>$E_7$</th>
<th>$E_8$</th>
<th>$E_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>2.306</td>
<td>0.11149</td>
<td>0.11078</td>
<td>0.10974</td>
<td>0.10938</td>
<td>0.10916</td>
<td>0.10904</td>
<td>0.10899</td>
<td>0.10897</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>2.708</td>
<td>0.05780</td>
<td>0.05672</td>
<td>0.05422</td>
<td>0.05320</td>
<td>0.05311</td>
<td>0.05317</td>
<td>0.05324</td>
<td>0.05336</td>
<td></td>
</tr>
<tr>
<td>1024</td>
<td>2.820</td>
<td>0.04010</td>
<td>0.03580</td>
<td>0.03319</td>
<td>0.03025</td>
<td>0.02692</td>
<td>0.02664</td>
<td>0.02699</td>
<td>0.02734</td>
<td></td>
</tr>
<tr>
<td>2048</td>
<td>3.282</td>
<td>0.03028</td>
<td>0.02651</td>
<td>0.02250</td>
<td>0.01774</td>
<td>0.01454</td>
<td>0.01373</td>
<td>0.01423</td>
<td>0.01516</td>
<td></td>
</tr>
<tr>
<td>4096</td>
<td>3.589</td>
<td>0.02500</td>
<td>0.01914</td>
<td>0.01396</td>
<td>0.01019</td>
<td>0.00852</td>
<td>0.00793</td>
<td>0.00779</td>
<td>0.00782</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2 Approximate errors at $t=0.04h$**

<table>
<thead>
<tr>
<th>$N$</th>
<th>eff</th>
<th>$E_1$</th>
<th>$E_2$</th>
<th>$E_3$</th>
<th>$E_4$</th>
<th>$E_5$</th>
<th>$E_6$</th>
<th>$E_7$</th>
<th>$E_8$</th>
<th>$E_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>1.446</td>
<td>0.30212</td>
<td>0.21161</td>
<td>0.15165</td>
<td>0.11097</td>
<td>0.08090</td>
<td>0.06256</td>
<td>0.05046</td>
<td>0.04671</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>2.015</td>
<td>0.25927</td>
<td>0.16038</td>
<td>0.10847</td>
<td>0.07241</td>
<td>0.04640</td>
<td>0.03616</td>
<td>0.03021</td>
<td>0.02782</td>
<td></td>
</tr>
<tr>
<td>1024</td>
<td>2.612</td>
<td>0.18026</td>
<td>0.09584</td>
<td>0.05973</td>
<td>0.03807</td>
<td>0.02413</td>
<td>0.01902</td>
<td>0.01688</td>
<td>0.01672</td>
<td></td>
</tr>
<tr>
<td>2048</td>
<td>3.047</td>
<td>0.09060</td>
<td>0.04807</td>
<td>0.02885</td>
<td>0.01904</td>
<td>0.01214</td>
<td>0.00963</td>
<td>0.00857</td>
<td>0.00840</td>
<td></td>
</tr>
<tr>
<td>4096</td>
<td>3.521</td>
<td>0.04614</td>
<td>0.02348</td>
<td>0.01404</td>
<td>0.00923</td>
<td>0.00599</td>
<td>0.00487</td>
<td>0.00433</td>
<td>0.00408</td>
<td></td>
</tr>
</tbody>
</table>

**Conclusions**

In this paper, adaptive multiresolution strategy is combined with a high order shock capturing method in order to design a robust code for numerical simulation of the multiclass Lighthill-Whitham-Richards traffic model. The novelty is that characteristic information is included for computing numerical fluxes. We provided numerical evidence of the advantage of multiresolution approach in order to obtain data compression, which implies computational savings.

We point out that the hyperbolicity analysis and subsequent characteristic structure obtained from lemma 1 is valid for rank-$\eta$ perturbation of a diagonal matrix [18-20] with $\eta \ll M$. Thus numerical approach considered in this work can be employed to other kinematic flow models.

Recently, in reference [21] the MCLWR model has been extended incorporating a diffusively corrected term, which takes into account anticipation lengths and reaction times. However, numerical simulations are developed with a second order scheme. The high order WENO method with multiresolution is a potential alternative in this case.
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