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Abstract

One of the most serious complications of type 2 Diabetes Mellitus (DM) is the Diabetic Retinopathy (DR). DR is a silent disease and is only recognized when the changes on the retina have progressed to a level at which treatment turns complicate, so an early diagnosis and referral to an ophthalmologist or optometrist for the management of this disease can prevent 98% of severe visual loss. The aim of this work is to automatically identify Non Diabetic Retinopathy (NDR), and Background Retinopathy using fundus images. Our results show a classification accuracy of 92%, with sensitivity and specificity of 95%.
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Resumen

Una de las complicaciones más graves de la Diabetes Mellitus tipo 2 es la Retinopatía Diabética (RD). La RD es una enfermedad silenciosa y solo es reconocida por el portador cuando los cambios en la retina han progresado a un nivel en el cual el tratamiento se complica, por lo que el diagnóstico...
oportuno y la remisión al oftalmólogo o optometrista para el manejo de esta enfermedad pueden prevenir el 98% de la pérdida visual grave. El objetivo de este trabajo es identificar de manera automática la No Retinopatía Diabética (NRD) y la Retinopatía de Fondo, utilizando imágenes del fondo de ojo. Nuestros resultados muestran una efectividad del 92%, con una sensitividad y especificidad del 95%.

---
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**Introduction**

The DM is defined as a set of chronic and degenerative disorders that involves alterations in the metabolism of carbohydrates, lipids, and proteins, as a consequence of a decreasing in the production of the hormone insulin for the β cells from the pancreas, and a resistance to the hormone’s action in the different tissues [1]. One of the most serious complications of the DM is the DR [2], which is the main cause of worldwide blindness in the economically active population, because it affects people between 20 to 74 years old [3, 4]. Two types of clinical DR exist: Non-Proliferative Diabetic Retinopathy (NPDR), also called Background Retinopathy and Proliferative Diabetic Retinopathy (PDR), as shown in figure 1. Unfortunately, the DR is commonly detected only in advanced stages (PDR), with unfavorable forecast even with the right treatment. So, a timely diagnosis in the first stages of the NPDR namely: mild (level 1), moderate (level 2) and severe (level 3), and besides the proper canalization with the visual health specialists for the opportune treatment can control the severe visual loss in ranges of 98% of the cases [5]. The diagnosis emitted by the visual health specialist, based on the observation of the retinal damage or retinal lesions in fundus images (Figure 2) has an approximately precision of 90% [6]. The presence of those lesions in various degrees determines whether the NPDR is ‘mild’, ‘moderate’ and ‘severe’.

---

![Fundus images: a) Normal or NDR, b) Mild NPDR, c) Moderate NPDR, d) Severe NPDR and e) PDR. (Edited from [7])](image-url)

![Some retinal lesion](image-url)
The first injuries clinically detectable of the DR are the microaneurysms [8], and they are focal dilations of the walls of the retinal capillaries, which appear as red small points [9] with diameters between 10 and 100 micron. The hard exudates are deposits of lipids, and they are the result of leakage of blood fluids of the microaneurysms, and the capillary that surrounds the macular area. If the lipid is extended to the macular zone, the vision may be seriously compromised [10]. The hard exudates have a yellowish appearance, they don’t have form or size defined and they are located in every part of the retina [8, 10].

A Computer-Aided Diagnosis System (CADx System) is defined as the combination of digital image processing techniques and intelligent methods such as Artificial Neural Networks (ANN) and Fuzzy Logic (FL), employed to improve the diagnosis made by medical interpretation, and providing a more efficient result diagnosis [11]. With the proposed CADx System, there exist the opportunity to analysis the digital fundus images, and assists in the visualization and quantification of the anatomic structure and the presence of anatomic-pathologist alterations such as blood vessel’s segmentation, microaneurysms and hard exudates.

There have been some research investigations to detect and classify the NDR and the stages of NPDR. In [12] is proposed the use of a Back-Propagation Neural Network (BPNN) to classify NPDR. The network reached a sensitivity of 88.4% and a specificity of 83.5% for the DR detection (where sensibility is the probability to classify correctly a sick individual, and the specificity is used to diagnose the health of the individuals). The image pre-processing methods used for each of the detected features (blood vessels, exudates and haemorrhages) are pre-processing filters: Median smoothing was used for the detection of exudates and haemorrhages. This was a 9 point neighbourhood median filter. For each pixel in this filter, the nearest 8 neighbouring pixels were compared and the median value substituted into the centre pixel. Maximum median filtering was used for exudates where the maximum neighbourhood value was substituted, and the minimum median filtering was used for haemorrhages where the minimum pixel value was used. For the detection of blood vessels, a 9 point averaging filter was first used followed by a Sobel edge detection filter. In [13] is proposed a novel computer-based image analysis method that is being developed to assist and automate the diagnosis of retinal disease. They use feature description models and perceptual organization for low level analysis and spatial relationships and clinical metadata to extract semantic information in a higher level analysis. The sensitivity and accuracy for NPDR ranged from 75% to 94.7%. In [14] is proposed an automated system based on ANN for eye disease classification. Abnormal fundus images from four different classes namely NPDR, Central retinal vein occlusion (CRVO), Choroidal neovascularization membrane (CNVM) and central serous retinopathy (CSR) are used in this work. A suitable feature set is extracted from the pre-processed images and fed to the classifier. Classification of the four eye diseases is performed using the supervised ANN namely BPNN; the network achieved a sensitivity of 84% and a specificity of 97.3%. The results are compared with the statistical classifier namely minimum distance classifier to justify the superior nature of the ANN based classification. In [15] is proposed an automated DR diagnosis system used to detect various lesions of the retina, i.e. exudates, microaneurysms and hemorrhages, using mathematical morphological operators and filters, genetic algorithm and Fuzzy clustering. They did not present the sensitivity and specificity of their work, but they obtained an interesting conclusion; There are certain features present in the normal physiology of the retina which have to be differentiated from the abnormal pathology, e.g. optic disc has the same pixel brightness as the exudates and thus has to be localized before establishing the presence of the exudates. Similarly, the blood vessel and fovea region have to be subtracted from the retinal image before diagnosing microaneurysms and hemorrhages, which are one of the principles of our work. In [16] is proposed an automated
Detection of DR for early diagnosis using Feature Extraction and Support Vector Machine, with an average accuracy of 93%. The SVM classifier was trained through supervised learning for the features extracted to classify the retinal images. In [17] is proposed a method for the Retinal image analysis through efficient detection of exudates and recognizes the retina to be normal or abnormal. 110 images were trained and tested in order to extract the exudates and blood vessels. In this system, they used the Probabilistic Neural Network (PNN) for training and testing the pre-processed images. There is 98% accuracy in the detection of the exudates in the retina. In [18] is studied the effectiveness of two non-stereoscopic digital 50 degree photograph of each eye (one centered on the fovea with the nasal edge of the optic disc at the edge of the photograph and a nasal field with one disc diameter at the temporal edge of the optic disc) in the grading of DR, in comparison to 35-mm color slides. Two-field digital non-stereoscopic retinal photographs and two-field 35-mm retinal photographs were made at the same time from patients visiting a DR outpatient clinic. The digital images were stored integrally (TIFF-file) and in a compressed way (JPEG-file). Two ophthalmologists assessed the photographs in a masked fashion. The sensitivity for the detection of vision-threatening DR using the JPEG-stored images was 0.72–0.74, and the specificity was 0.93–0.98. The sensitivity for vision-threatening retinopathy detection using the integrally stored images was 0.86–0.92, the specificity was 0.93. They concluded that, the compression of the digital images seems to have some adverse effect on the detection of DR.

Preprocessing

The fundus images were preprocessed using different image preprocessing techniques such as normalization, color decomposition, color space conversion, image enhancement or intensity inversion. Normalization: Standardizes the size of the images at 720 x 560 pixels using the bicubic interpolation. Color decomposition: Separates the channels of an image into separated images or layers, in our case Red, Green and Blue. Space conversion: Transforms the RGB color image to a grayscale image applying the equation $\text{Gray} = 0.299R + 0.587G + 0.114B$ where $R$, $G$, and $B$ are the Red, Green, and Blue channels, respectively. It has been demonstrated in the scientific literature that working in grayscale images instead of using the three planes does not represent any difference in the quantitative results, only in computational charge. Contrast enhancement: enhances details not perceived by the human eye, the method used for us to contrast enhancement were the histogram equalization, which adjust a low-contrast grayscale of the image. Intensity inversion: Enhances white or gray details. It is used especially when the dark areas are dominant in size and it is reached applying the equation $s = L-1-r$, where $s$ is the pixel value after processing, $L$ is the image input intensity level, and $r$ is the pixel value before the processing [20].

Segmentation

Next step is to segment the image obtained in homogeneous regions to an automatic analysis and recognition. The general algorithms used in the development of the proposal CADx System are well-known in the literature [21-24]. Binarization: defined by $g(x,y) = \begin{cases} 1, & \text{if } f(x,y) \geq T \\ 0, & \text{if } f(x,y) < T \end{cases}$, where $T$ is a threshold established by Otsu’s algorithm that changes [23]. Edge detection [20, 24], to make this operation, was employed Canny’s algorithm [25].
Mathematical morphology: were used Dilation and Erosion [20]. Equations applied to closure is $A \bullet B = (AB) B$ and to opening is: $A \circ B = (AB)B$.

**Features extraction**

Consist in extract relevant information of the features and regions of interest (ROIs) from the retinal images, which will be part of the input layer of the ANN (see *Decision making*). In the proposed CADx System the ROIs are Blood vessels (BV), microaneurysms ($\mu$Ans) and hard exudates (HE), while the texture (homogeneity and entropy) is a feature of interest in the fundus image. A brief description of those extractions is given below.

**Border Formation**

Two methods were implemented as shown in figure 3. The border contains noise if the output’s pixel is different from the reference binary pixel “1” (white). When the both pixels are binary 1, the resulting image is the circular border.

**Figure 3** Block diagram for border creation in the fundus image

**Figure 4** Block diagram of the proposed algorithm for blood vessels segmentation

**Blood Vessels (BV)**

Figure 4 shows the block diagram of the developed algorithm for the blood vessels segmentation in a RGB color fundus image. The Logical AND operation, achieved in the noisy and optical disk images, is applied to obtain the final segmentation of the BV. The first one is the image of the BV with noise presence (see Figure 5i) and the second one with the BV and the Optical Disk (OD) (see Figure 6e). The OD is represented as a black color circle (Figure 5d, 5e and 5f); the anterior is achieved by finding the maximum brightness value for every one of the 720 columns of the
image. The elimination of the OD (Figure 5g) is obtained subtracting the equalized image (Figure 5e) from the resulting image in the morphological opening (Figure 5f), after this procedure, the image is binarized (Figure 5h) and is realized a new morphological opening procedure to eliminate the noise in the image (Figure 5i).

Sometimes, certain details are lost after segmentation stage, corresponding to the BV in the OD region. For this reason, it is necessary to create a mask of the OD [26], for which the expression $R^2 = (x-h)^2 + (y-k)^2$ is employed; where $h$ and $k$ are the coordinates of the rows and columns respectively, and $R$ is the radius of the circle or mask of the OD (see Figure 6a). Mask creation (OD creation) is used in the detection of BV, μAns and HE. Subsequently, the contrast of the image (Figure 6b) is improved and after this stage, is binarized through the Otsu’s algorithm (Figure 6c), to this binarized image is realized a morphological opening procedure (Figure 6d) and after that, to this binarized image is overlapped the mask of the OD (Figure 6e). Finally, the logical AND operation is implemented using the corresponding images to the BV in presence of noise (Figure 5i) and the BV connected to the mask with the OD (Figure 6e).

---

Figure 5 Segmentation of the blood vessels with noise presence: a) Normalized image, b) Green channel of the fundus image, c) Grayscale of the fundus image, d) Intensity inversion, e) Histogram equalization, f) Morphological opening, g) Optical disk elimination, h) Binarization, and i) Blood vessels segmentation with noise presence.
The AND logic is applied to mark out the similar pixels of the two images. The output pixel is registered as binary 1 (white) when the both pixels of the images are binary 1 (white). The resulted image is a higher quality BV image (Figure 6f).

Figure 6 Blood vessels segmentation: a) Optical disk Mask, b) Intensity adjustment, c) Binarization, d) Morphological opening, e) Blood vessels connected to the optical disk, and f) Final segmentation of the blood vessels

Microaneurysms

Figure 7 shows the microaneurysms (µAns) segmentation with noise presence. The grayscale image was used to detect the circular border and the OD mask, the green component of a color image was used in the rest of the algorithm. The procedure is as follows: the morphological opening of the BV elimination. The first step in the elimination process of the BVs is achieved realizing a morphological opening at the image, computing the second contrast enhancement and then applying a Logical AND operation using the previous image and the image without HE. To eliminate the HE, is necessary to apply a Logical AND operation using the image binarized after the first contrast enhancement and the resulting image of the µAns segmentation with noise presence. To achieve this, we execute a Logical AND operation using the resulting images of the edge detection after the first contrast enhancement and the morphological opening of the edge detection before the contrast enhancement. The second one is the OD mask, and the third one is the morphological opening of the edge detection without any contrast enhancement.
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Figure 7 Microaneurysms segmentation with noise presence: a) Green component; b) Grayscale image; c) First adaptive histogram equalization, d) Second adaptive histogram equalization; e) Edge detection; f) Circular edge fundus image suppression, g) Filling holes, h) Connected component suppression, and i) Microaneurysms segmentation with noise presence.

Figure 8 shows the microaneurysms (µAns) segmentation, where Fig. 8a) illustrates the binarized image, the Fig. 8b) indicates hard exudates suppression, finally in the Fig. 8f) is present the final segmentation of the microaneurysms, isolating efficiently the blood vessels.

Hard Exudates

We implement the contrast enhancement applied to the image improvement before using the Canny’s algorithm to detect the outlines of the image. After, we implemented the morphological gradient to obtain the circular border of the fundus image. The morphological closing was the method used in the BV suppression, which consists of the dilation followed by the erosion. The function of dilation expands the area of the hard exudates, while the erosion function removes the BV as shown in Fig. 10d).
Figure 8 Microaneurysms segmentation; a) Binarized image, b) Hard exudates suppression, c) Binarization and inversion of the image values, d) Blood vessels suppression, e) Morphological opening, and f) Final segmentation of the microaneurysms

Figure 9 Block Diagram of the proposed hard exudates segmentation algorithm
The next step consists in detecting the location of the hard exudates, and eliminates all the objects foreign to them. To eliminate the OD, the image is binarized without the BV and the obtained images are subtracted from the OD mask. To eliminate the circular border, the image is subtracted without OD, with the image of the circular edge in a fundus image, and the result of these differences is applied to the method of morphological closing, afterward is binarized and inverted the values. Finally, the logical operation AND is implemented between the resulting image obtained from the morphological closing and the binarized one. Figure 11 shows the results obtained in every one of the segmentation processes of the hard exudates.

**Area of segmented features**

The following formula is conducted to obtain parameters of the areas associated with the objects: the measurement of the pixel’s number in its contour: \( area = \sum_{i=1}^{N} \sum_{j=1}^{M} seg(i,j) \), where \( seg(i,j) \) is a pixel of the segmented object, \( M \) and \( N \) are the spatial coordinates of the fundus image.

**Texture analysis**

The conventional systems of texture analysis can be grouped in three categories: structural, statistics and spectral [3]. We propose the use of statistical algorithms based on the relationship between intensity pixel values [26]; the measures include the homogeneity and the entropy on the Gray Level Co-occurrence Matrix (GLCM) [22]. Figure 12 presents the block diagram of the texture analysis proposed.
The GLCM is obtained computing the frequency of each pixel pair occurring for different combinations of their brightness values in an image. For a two-dimensional image \( f(x,y) \) with \( N \) discrete gray levels, we define the GLCM \( P_{d,\phi}(a,b) \) for each \( d \) and \( \phi \), and is given by (Eq. 1), where

\[
P_{ij} = \frac{\text{number of pixel pair with intensity } (i,j)}{\text{total number of pairs considered}}
\]

The homogeneity is the measurement of the closeness of the distribution of elements in the Grey Level co-occurrence Matrix (GLCM) to the GLCM diagonal, and returns a value between 0 and 1. The homogeneity can be mathematically written as \( \sum_{a,b} P^2_{\phi,d}(a,b) \), where \( P^2_{\phi,d}(a,b) \) describes the repetition frequency of \( a \) and \( b \) pixels in the window, separated a distance \( d \) in the direction \( \phi \) [20]. On the other hand, the entropy is the statistical measure of the randomness of the grayscale image’s texture and it is defined as \( \sum_{a,b} P^2_{\phi,d}(a,b) \log_2 P^2_{\phi,d} \). Here, the adaptive histogram equalization is applied twice to enhance the contrast and texture of the green channel of the fundus image.

**Decision making**

The diagnosis of the NDR and NPDR stages are achieved through the analysis of fundus images by means of the BPNN shown in figure 13 [10]. The input layer is composed of five neurons, which correspond to the number of characteristics employed for the detection and classification of the NDR and NPDR stages, which are blood vessels, microaneurysms, hard exudates, homogeneity and entropy. The hidden layer is formed by two layers with ten neurons each, the number of neurons is determined using the theorem of Kolmogorov [23]. The output’s layer will classify four classes as NDR (Normal), Light NPDR, Moderate NPDR and Severe NPDR.

The network was trained using a supervised learning method with a given set of training data of 143 fundus images and then tested with 73 samples. During the training phase, each output of the BPNN is a value in the range \([0,1]\), whereas the ‘desired’ output value is either \([0,1]\). The mean square error of the BPNN was 0.001 and it was obtained after 290 iterations (Figure 14). The convergence value indicates that the

![Figure 12 Block diagrams of the proposed texture analysis](image-url)
maximum error accepted for every sample must be less than 0.1%.

By other hand, these results can be presented in a quantitative way through quality indexes employed in the evaluation of the medical diagnosis systems, which are the sensibility and the specificity [13]. The Sensibility [28], mathematically is expressed by (Eq. 2):

\[
Sensibility = \frac{TP}{TP+TF}
\]  

(2)

The Specificity [28], mathematically is expressed by (Eq. 3):

\[
Specificity = \frac{TN}{TN+FP}
\]  

(3)

where True positives (TP) are when a sickness is present and the diagnosed patient is really sick, False Positives (FP) are when the sickness is not present but the patient is diagnosed as sick, True Negatives (TN) are when the sickness is not present and is diagnosed the patient as healthy, and False Negatives (FN) are when the sickness is present and this is not diagnosed. In this paper, the BPNN made mistakes that do not enter in the anterior classification provided for the medical (False Positives and False Negatives). True Positive diagnosis the NN was unable to indicate the pertinent stage of the patient really sick; therefore, it was necessary to compute the error, which is defined as the total number of no classified True Positives in the right stage (Errors\text{total}), between the total number of samples, mathematically is expressed by (Eq. 4):

\[
Error = \frac{Errors_{\text{total}}}{\text{Samples number}}
\]  

(4)

**Experimental Results**

The features such as blood vessels, microaneurysms, hard exudates areas, homogeneity and entropy values were extracted using the above algorithms. The parameter values obtained are shown in Table 1.

The p-value can be obtained using ANOVA (analysis of variance between groups) test [27]. The result of the ANOVA test for the perimeter and area of different types of images is shown in Table 2. It can be seen from Table 2 that our features are clinically significant (p<0.01). Figure 15 shows the final segmentation of the blood vessels, microaneurysms and hard exudates using four fundus images in RGB color space in TIFF format; one of this fundus images does not have DR and the remaining three present some stage of the NPDR. These results were obtained after analyzing the 73 fundus images, where 19 are without DR and 54 possess NPDR.

<table>
<thead>
<tr>
<th>Input features</th>
<th>NRD</th>
<th>Light RDNP</th>
<th>Moderate RDNP</th>
<th>Severe RDNP</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood vessels area (pixels)</td>
<td>13,726±3,309</td>
<td>12,240±2,496</td>
<td>14,415±3,176</td>
<td>13,635±2,496</td>
<td>0.0030</td>
</tr>
<tr>
<td>Microaneurysms area (pixels)</td>
<td>0±0</td>
<td>7±3</td>
<td>22±8</td>
<td>46±20</td>
<td>0.0001</td>
</tr>
<tr>
<td>Hard exudates area (pixels)</td>
<td>0±0</td>
<td>12±3</td>
<td>64±224</td>
<td>313±751</td>
<td>0.0030</td>
</tr>
<tr>
<td>Homogeneity</td>
<td>0.986±0.003</td>
<td>0.986±0.004</td>
<td>0.983±0.004</td>
<td>0.984±0.004</td>
<td>0.0001</td>
</tr>
<tr>
<td>Entropy</td>
<td>0.618±0.480</td>
<td>0.585±0.298</td>
<td>0.584±0.316</td>
<td>0.584±0.325</td>
<td>0.0001</td>
</tr>
</tbody>
</table>
Table 2 shows the relationship between the results of diagnostic tests and the presence or absence of an illness. The total number of samples employed was 73 images.

Table 2 Eventuality table of the emitted Diagnosis by the Back-Propagation Neural Network

<table>
<thead>
<tr>
<th>Study result</th>
<th>True Diagnosis</th>
<th>Health</th>
<th>Sick</th>
<th>Healthy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>TP=54</td>
<td>FP=1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>FN=3</td>
<td>TN=18</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The indication error of the gravity about a really sick patient 6

Sensibility, specificity and error tests were conducted to avoid the BPNN (see Table 3).

Table 3 Quality indexes of the emitted diagnosis for the Back-Propagation Neural Network

<table>
<thead>
<tr>
<th>% Sensibility</th>
<th>% Specificity</th>
<th>% The indication error of the gravity about a really sick patient</th>
</tr>
</thead>
<tbody>
<tr>
<td>95 %</td>
<td>95 %</td>
<td>8 %</td>
</tr>
</tbody>
</table>

Result Discussions

From the segmented images, the area of blood vessels, microaneurysms and hard exudates are calculated by finding the total number of blood vessels, microaneurysms and hard exudates respectively. While, the set of features which provides more meaningful information for classification are extracted from the selected cluster using GLCM. The features extracted
from the selected clusters are Homogeneity and Entropy, where: Homogeneity is related to the closeness of the distribution of elements in the GLCM to the GLCM diagonal and range \( = [0, 1] \) is measured by homogeneity. Homogeneity is 1 for a diagonal GLCM. So, in a homogeneous image, there are very few dominant gray-tone transitions; hence this image will have fewer entries of large magnitude. So, the energy of an image is high when the image is homogeneous. Entropy is the randomness of a gray level distribution. The entropy is high if the gray levels are distributed randomly throughout the image.

Thus, the total number of features used in this work is five from two different categories. These features are found to be more suitable for medial image processing. In order to know the behavior of the BPNN in every stage of the NPDR, the error was computed in percentages. Table 4 presents the error percentages corresponding to every one of the NPDR stages.

**Table 4** Error percentage in the gravity classification of the really sick patient

<table>
<thead>
<tr>
<th>Classification</th>
<th>Light NPDR</th>
<th>Moderate NPDR</th>
<th>Severe NPDR</th>
<th>Total Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total error</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>76</td>
</tr>
<tr>
<td>Percentage</td>
<td>0%</td>
<td>5%</td>
<td>3%</td>
<td></td>
</tr>
</tbody>
</table>

An error of 0% was obtained in the light NPDR, which indicates that this CADx System is capable of classifying this stage. Also, an error of 5% was obtained in the moderate NPDR, while that in the classification of the severe NPDR was of 3%. These results show that in some cases the CADx System was unable to classify accurately the stage of the patient really sick; this is due to the similarities that exist between the characteristics that define both stages.

The CADx System shown in this work is based on basic methods of image processing, which allows to detect and diagnose, in an automatic and rapid manner (less than 1 minute), the NDR and the NPDR stages, with good results and low computational cost against the other methods used. Table 5 shows the comparative results between the proposed algorithm and others found in the literature review.

**Table 5** Comparison between different algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Sensibility</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed method</td>
<td>95%</td>
<td>95%</td>
</tr>
<tr>
<td>[17]</td>
<td>88.4%</td>
<td>83.5%</td>
</tr>
<tr>
<td>Chaum’s method [16]</td>
<td>94.7%</td>
<td>91.3%</td>
</tr>
<tr>
<td>[18]</td>
<td>84%</td>
<td>97.33%</td>
</tr>
<tr>
<td>Selvathi’s method [16]</td>
<td>95%</td>
<td>91%</td>
</tr>
<tr>
<td>[19]</td>
<td>93%</td>
<td>93%</td>
</tr>
</tbody>
</table>

**Conclusions**

Diabetic Retinopathy is a condition where the retina is damaged due to fluid leaking from the blood vessels into the retina. In extreme cases, the patient will become blind. Therefore, early detection of the Diabetic Retinopathy is crucial to prevent blindness. In this paper, a Computer Aided Diagnosis System was developed to analyze digital RGB color fundus images for three features of Non-Proliferative Diabetic Retinopathy: blood vessels, microaneurysms and hard exudates and two features of the image: homogeneity and entropy. The system proposed demonstrated a classification accuracy of 92%, sensitivity and specificity of 95%. These results revealed that the CADx System proposed can help the ophthalmologist to detect Diabetic Retinopathy at the early stages, or provide a second opinion on the ophthalmologist to provide a better accurate diagnosis.

Finally, the accuracy of the system could be further improved using more input features, taking more retinal images under uniform lighting conditions and applying more robust algorithms such as Fuzzy Logic, High Order Spectra, Watershed Transformation, among others.
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