
 

 

Revista Facultad de Ingeniería, Universidad de Antioquia, No.104, pp. 129-139, Jul-Sep 2022

Electric power management in a microgrid
analyzing photovoltaic arrays and a
turbine-generator system
Gestión de potencia eléctrica en una microrred analizando arreglos fotovoltaicos y un
sistema turbina-generador

 

 

Raúl Alberto López-Meraz1, Luis Hernández-Callejo2, Luis Omar Jamed Boza1, Jorge Arturo Del
Ángel-Ramos11, Juan José Marín-Hernández1, Victor Alonso-Gómez3

1Unidad de Ingenierías y Ciencias Químicas, Universidad Veracruzana. Circuito Universitario Gonzalo Aguirre Beltrán s/n.
C. P. 9100. Xalapa, México.
2Departamento Ingeniería Agrícola y Forestal, Universidad de Valladolid. Campus Universitario Duques de Soria. C. P.
42004. Soria, España.
3 Departamento de Física Aplicada, Universidad de Valladolid. Campus Universitario Duques de Soria. C. P. 42004. Soria,
España.

 

 

CITE THIS ARTICLE AS:
R. A. López-Meráz, L.
Hernández-Callejo, L. O.
Jamed-Boza, J. A. Del
Ángel-Ramos, J. J.
Marín-Hernández, V.
Alonso-Gómez. ”Electric
power management in a
microgrid analyzing
photovoltaic arrays and a
turbine-generator system”,
Revista Facultad de Ingeniería
Universidad de Antioquia, no.
104, pp. 129-139, Jul-Sep
2022. [Online]. Available:
designs to optimize the
parametershttps:
//www.doi.org/10.17533/
udea.redin.20210951

ARTICLE INFO:
Received: January 19, 2021
Accepted: September 01, 2021
Available online: September
01, 2021

KEYWORDS:
Central composition design;
microgrid; optimization;
process simulation;
regression.

Diseño de composición
central; microrred;
optimización; regresión;
simulación de procesos.

ABSTRACT: One of the priority objectives of microgrids is to achieve energy self-sufficiency,
generally resorting to distributed generation sources and backup systems; however, they are
usually connected to conventional electrical networks that ensure supply to the loads. Addressing
this problem, this work presents a proposal (managing elements) to minimize the dependence of
power from the external electrical system in the months of greatest demand and thus guarantee
the supply of the other months. The proposed methodology compares two statistical techniques:
central composition design with 20 simulated experimental replicas and regression with 28. In
both cases, the monthly average purchased power is analyzed as a primary response and its
standard deviation as a secondary. The study variables are seven photovoltaic arrays and the feed
characteristics of the turbine-generator storage of the microgrid of the Center for Development
of Renewable Energies (CEDER), belonging to the Center for Energy Research, Environmental and
Technological (CIEMAT). The results, with high predictive quality supported by indexes of approach
to the real values of solar radiation and the operation of the turbine-generator binomial, provide
regions where CEDER has the possibility of increasing the capacities of solar systems and/or
modifying the geometry of the mini-hydraulics supply according to your specific conditions.

RESUMEN: Uno de los objetivos prioritarios de las microrredes es alcanzar la autosuficiencia
energética recurriendo, generalmente, a fuentes de generación distribuida y sistemas de
respaldo; no obstante, suelen estar conectadas a redes eléctricas convencionales que aseguran
el suministro a las cargas. Atendiendo esta problemática, este trabajo presenta una propuesta
(gestionando elementos) paraminimizar la dependencia de potencia del sistema eléctrico externo
en los meses de mayor demanda y con ello garantizar el abasto de los otros meses. La
metodología propuesta compara dos técnicas estadísticas: diseño de composición central con
20 réplicas experimentales simuladas y regresión con 28. En ambos casos se analiza como
respuesta primaria la potencia comprada promedio mensual y como secundaria su desviación
estándar. Las variables de estudio son siete arreglos fotovoltaicos y las características de
alimentación del almacenamiento turbina-generador de la microrred del Centro de Desarrollo
de Energías Renovables (CEDER), perteneciente al Centro de Investigaciones Energéticas,
Medioambientales y Tecnológicas (CIEMAT). Los resultados, con alta calidad predictiva soportada
con índices de acercamiento a los valores reales de radiación solar y de la operación del binomio
turbina-generador, proporcionan regiones donde CEDER tiene la posibilidad de incrementar las
capacidades de los sistemas solares y/omodificar la geometría del suministro de laminihidráulica
de acuerdo con sus condiciones específicas.
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1. Introduction

The evolution of the traditional (unidirectional) electricity
system towards another peripheral is aimed at reducing
the environmental impact, caused by the consumption of
fossil fuels, and to improve of the efficiency of the network,
minimising losses in the transmission and distribution
of electricity to consumers. A relevant factor for this
transition is the distributed generation units (DG) that take
advantage of local energy resources, mainly renewable
(sun and wind), helping meet the growing demand for
energy. From the DG, the paradigm of a microgrid that
aims to manage various types of generation, storage and
loads to obtain high reliability emerges. They normally
operate connected to the conventional network, but have
the capacity to be self-sufficient [1].

One of the biggest challenges for DG and microgrids
is finding mechanisms that determine the ideal capacity
of generators and backup systems. In this sense, [2] finds
the appropriate magnitudes, among others, of a wind
generator and hydrogen storage. On the other hand, [3]
details different techniques, divided into intuitive analysis,
numerical methods and artificial intelligence, to improve
the sizing of photovoltaic and wind systems. In addition, [4]
proposes with linear programming, the adequate power of
a mixed wind-photovoltaic generation system, as well as
the savings that could be achieved in billing. However, the
experiment design tool, especially the response surface
methodology (RSM), has been little used to optimize the
sizing of energy systems. [5] proposes this technique in an
autonomous system composed of the photovoltaic-wind
binomial and with battery backup. Likewise, [6] uses the
method of factorial experimental designs to optimize the
parameters of a monocrystalline photovoltaic panel.

This paper proposes the application of central composition
design (CCD) -a branch of RSM- and regression to find
optimal regions of expansion of photovoltaic arrays (AFV)
and modification of the power supply of the turbine
backrest system-generator, in the months of greater
electric demand, to minimize the purchase of electrical
power from the external supplier of the Center for
Development of Renewable Energies (CEDER).

To achieve the objective, replicas generated by the
simulator [7] were obtained, modifying the capacities
of the seven AFVs and the power geometry of the
turbine-generator backup system. At the same time,
the best minimum values of purchased power (primary
response) are identified by looking for the lowest values
of the secondary response (standard deviation of the
power supplied by the external network) according to

the application ”lower is better” of the Taguchi noise
signal [8]; that is, the dual response technique was
applied, simultaneously optimizing the mean and variance
(represented by the standard deviation). The statistical
analyses were developed with the statistical application
software JMP (version 8.0.2). This paper is an extension
of a work presented at the III Ibero-American Congress
of Smart Cities (ICSC-CITIES 2020) and is structured
as follows: section two describes the components and
characteristics of the case study; then the methodology is
presented where the statistical analyzes that give certainty
to the use of the simulator to obtain the data are shown,
showing a high degree of approach to the operational
reality; the analysis factors, the number of replicates and,
in general, the description of the two proposed techniques
continue with the third section; the following section, with
the help of the JMP, presents the results of the months
under study; and, finally, themost relevant conclusions are
pointed out.

2. Case study

CEDER is characterized by having several components
manageable in the structure of its microgrid. Of the
set of elements distributed here are studied photovoltaic
generation (PV) and mini-hydraulics; Figure 1 shows these
components [9]. About PV, there are 7 AFVs using
different technology, five of monocrystalline silicon, one of
polycrystalline silicon, and one of cadmium telluride. The
nominal capacities of the AFVs are as follows: FV1037 = 5
kW, FV1038 = FV1044 = 4.5 kW, FV2000 = 12 kW, FV2005 =
12.5 kW, FV2010 = 16 kW and FV4360 = 23.5 kW, in total
an installed power of 78 kWp. Moreover, the hydraulic
plant is made up of a double-injector horizontal Pelton
turbine, directly coupled to a three-phase asynchronous
generator with a maximum power of 40 kW, delivering 400
V three-phase at a frequency of 50 Hz. For its operation,
it takes advantage of a jump of 65 m and has two storage
tanks with an approximate volume of 1637m3 in the upper
tank, and 2206 m3 in the lower; the distance between the
two is 700 m. The supply pipe is made of PVC of 225 mm of
internal diameter and consists of two sections of different
walls, the first of 4 mm and the bottom of 6 mm, with the
aim of withstanding the blows of the battering ram. The
turbine operation is set to two power signal conditions, 45
and 60, respectively.

3. Materials and methods

3.1 Reliability of simulator responses

The experimental data are obtained with the
aforementioned simulator; in order to demonstrate its
reliability, two types of indexes were developed: approach
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Figure 1 Photovoltaic turbine zone and Pelton turbine with 40 kW generator.

to the measurement of solar radiation (Iam) and approach
to the operation of the turbine-generator binomial (Iao),
both represent the proximity of the information measured
and that generated by the program. The simulator is
considered reliable if the differences with the measured
reality do not exceed 5% [10]. Iao was developed for the
two possible input signal values. These indices were
generated monthly, and 95% confidence intervals were
obtained for all three. In addition, hypothesis tests were
developed at 5% significance; the values tested in the
hypotheses were 0.98 for the Iam and Iao signal 60, and
0.99 for the Iao signal 45; in all three analyzes, the value
1 represents the exact match to the measurements.
Table 1 shows the monthly values of the indices. In
the table, the 95% confidence intervals are very close to
1, and the averages obtained do not exceed 3% differences.

In this way, the simulator operates every 30 minutes
for 17 intervals in the working hours of CEDER staff. It
reports what is purchased or delivered in power units (kW)
each day because it makes the sum of the differences
between what is consumed and what is generated. The
main reason for carrying out the monthly analysis is the
billing; in this way, what is consumed, what is produced,
and what is purchased from the external network are
compared. Furthermore, in the best months of radiation,
it is prioritized, from the simulator, not to deliver power to
the supplier.

3.2 Dual response statistical models in RSM
applying CCD and Regression

The analyzed sample space is shaped as follows: two
factors that are the increase of the nominal power capacity
of the 7 AFVs (X1) and the increase in the geometry of the
turbine-generator backup system (X2); two experimental
responses, the monthly average daily purchased power
(Y1) and the standard deviation (SD) of Y1 (Y2). By studying
the simultaneous behavior of the two responses, the
concept of dual response is formed.

MSR allows the researcher to inspect one or more

Table 1 Verification and approach to the real behavior of the
data

Month
lam lao
Radiation Sign 60 Sign 45

January 0.989 0.950 0.976
February 0.986 0.952 0.990
March 0.981 0.961 0.975
April 0.934 0.959 0.984
May 0.973 0.962 1.006
June 0.976 0.974 1.008
July 0.949 0.968 0.991
August 0.954 0.968 0.989
September 0.987 1.009 1.022
October 0.976 0.997 1.005
Novermber 0.981 1.033 1.026
December 0.969 1.007 0.998
Average 0.971 0.979 0.998
Std. Deviation 0.017 0.026 0.016
Upper 95% Avg 0.982 0.995 1.008
Lower 95% Avg 0.960 0.962 0.987

responses that can be displayed as a surface when
experiments look for the effect of varying quantitative
factors on the possible values of a dependent variable or
response; in other words, it tries to find the optimal values
of the independent variables by maximizing, minimizing,
or fulfilling certain response restrictions [11].

The most efficient experimental designs are those
that allow the study of curvatures. The CCD design,
originally called Box-Wilson [12], has been shown to
require fewer trials to obtain reliable information. It is
made up of an augmented full factorial design, with central
and axial experimental points. The inclusion of central
replicas favors the estimation of the general variance of
the process of changes of values in the factors. Adding
axial points, whose axial distance “a” can be defined by the
researcher, gives qualities to the general variance profile,
namely: (1) axial distance in phase with α = 1 generates
a variance profile similar to the full factorial design with
an additional level of study; (2) rotatable axial distance
with value α > 1 creates a variance profile that tends to
be constant as a function of the radius in the plane of a
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pair of studied factors; (3) orthogonal axial distance with
value α ≥ 1 produces a variance profile that tends to be
uncorrelated with the quadratic effects under study; (4)
spherical axial distance with α > 1 value generates a
variance profile that tends to be constant as a function
of the radius in a triple of studied factors. Obviously,
the number of replicas considered by the researcher
will modify the values of these distances, except for the
axial distance in phase, which is always α = 1 [13]. To
exemplify the above, Table 2 shows some values of the
factors under study (f), factorial replicas (n), axial replicas
(a), central replicas (c). It can be seen in the table that the
allowed values for the axial replicas must be less than or
equal to the factorial replicas, the central replicas can be
greater than or equal to the axial replicas and can exceed
the replicas at each factorial point long as the statistical
test of lack of fit (LOF) is not significant in all CCD design.

Table 2 Values of a for factor and replica conditions

f n a c αrot αorto αesf
2 1 1 1 1.414213562 1.000000 1.414213562
2 2 1 1 1.681792831 1.048341315 1.414213562
2 2 1 2 1.681792831 1.136442969 1.414213562
2 2 1 3 1.681792831 1.21541169 1.414213562
2 2 1 4 1.681792831 1.287188506 1.414213562
2 2 2 2 1.414213562 1.000000 1.414213562
2 2 2 3 1.414213562 1.040291787 1.414213562
2 2 2 4 1.414213562 1.07808982 1.414213562
3 1 1 1 1.681792831 1.21541169 1.732050808
3 2 1 1 2.000000 1.26161129 1.732050808
3 2 1 2 2.000000 1.340879924 1.732050808
3 2 1 3 2.000000 1.414213562 1.732050808
3 2 1 4 2.000000 1.482578506 1.732050808
3 2 2 2 1.681792831 1.21541169 1.732050808
3 2 2 3 1.681792831 1.252103974 1.732050808
3 2 2 4 1.681792831 1.287188506 1.732050808

In the case study, the axial distance α =
√
2 was selected,

with a rotatable feature to achieve the tendency that the
SD is a function of the radius from the center to the limit
of the sample space whose domain is the planeX1 −X2.
The CCD used contains two factors, two replicates at
each factorial point, two replicates at each axial point and
four replicates at the central point, the reason for having
selected this combination is to take care of a homogeneous
weighting at all the noncentral points of the domain. On
the other hand, increasing central replicates improves the
estimation of SD, but increases the probability of making
significant the LOF.

According to [14] the MSR using CCD formulates that
this type of experimental design is based on approaches
(1) and (2). Let µ̂ and σ̂ be the response surfaces for the
mean Y1 and standard deviation Y2 of the combined study
process.

Y 1 : µ̂ = b0 + x′b+ x′Bx (1)

Y 2 : σ̂ = c0 + x′c+ x′Cx (2)

Where B and C are matrices of size k × k containing
the second-order terms of the estimated coefficients of
each response model; b and c are vectors of size k × 1
with the first order terms of the estimated coefficients of
each model; b0 and c0 are scalar additive constants and
x is a k × 1 vector of control or design variables. [15]
details the general considerations for estimating models
(1) and (2). On the other hand, the regression technique
allows handling polynomials of any degree such that their
effects are significant; this facilitates the study of curvature
changes in fitted models. Regression uses least squares
methods leaving the degree of the polynomial free. The
theoretical support for this technique is based on the linear
statistical model shown in Equation 3

yi = β0 + β1xi1 + β2xi2 + · · ·+ βpxip + εi (3)

The previous model is expressed in a matrix in Equation 4:

y = Xb+ ε (4)

X =


1 x11 · · · x1p

1 x21 · · · x2p

...
...

. . .
...

1 xn1 · · · xnp

 , y =


y1
y2
...
yn



b =


β0

β1

...
βp

 , ε =


ε1
ε2
...
εn


(5)

The matrix X is of size nx(p + 1) where n ≥ p + 1,
vector y is nx1, vector b is (p + 1)x1 and vector ε is
nx1. Wheren represents the total number of experimental
points, p represents the number of parameters βj of
the regressor variables xi1, xi2, . . . , xip, β0 represents an
additive constant that, since there are no effects caused
by the regressor variables, usually represents the mean
of the response variable y. The estimator of vector b
in expression (4) where X ′X is the variance-covariance
matrix is defined, according to [16] by Equation (6).

b̂ = (X,X)−1X ′y (6)

For the regression analysis, as in the CCD technique, the
same responseswere studied (Y1, Y2), in this case they are
represented by Equations (7) and (8).

Y1 : y1i = β0 + β1xi1 + β2xi2 + · · ·+ βpxip + εi (7)

Y2 : y2i = δ0 + δ1xi1 + δ2xi2 + · · ·+ δpxip + εi (8)
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On the other hand, the increases allowed in the AFVs and
the power of the backup system, as well as the values
studied are found in Table 3.

Table 3 Nominal values, allowable increments and coded values

Nominal values Values of X1 and x2
Identifier Min Max Var -alfa -1 0 1 alfa
FV1037 5 6.5 5 5.22 5.75 6.28 6.50
FV1038 4.5 6 4.5 4.72 5.25 5,78 6.00
FV1044 4.5 6 4.5 4.72 5.25 5.78 6.00
FV2000 12 16 X1 12 12.59 14 15.41 16.00
FV2005 12.5 16.5 12.5 13.09 14.5 15.91 16.50
FV2010 16 21 16 16.73 18.5 20.27 21.00
FV4360 23.5 30.5 23.5 24.53 27 29.47 30.50
Radio upper 12.5 15.5 12.5 12.94 14 15.06 15.50
tank X2
Upper tank 3.3 4.13 3.3 3.42 3.715 4.01 4.13
height 65 65.73 67.5 69.27 70.00

The encoding of x1 and x2, shown in the table, is in the
function of adjusting the domain of the sample space; these
values are used in MSR and in regression. In particular,
for the regression, the domain point(x1, x2) = (−α,−α)
corresponds to the set of values introduced to the
simulator of the current situation of CEDER.

The array of values used for Y1 and Y2 are found in Figure
2. The factorial points of the CCD are inscribed in the circle
allowing for curvature analysis in four directions, and the
rotatable axial distance is at the ends of the X1 and X2

axes. On the other hand, the regression technique leaves
the SD profile free according to its possible polynomial
adjustment.

 

 

Figure 2 Configuration of the sample space for the 2 techniques

The sample space for CCD is formed exclusively within the
circle; on the contrary, the regression technique includes
the outer points (Pcurrent, PaA, Pmax and PAa). Where
X1 andX2 are the factors under study given in percentage

increments. On the other hand, the geometry of the
experimental points is shown in Table 4.

Table 4 Factor positions and replicas of the CCD and regression

Point type Point symbology X1 X2
Pcurrent Pc - alfa --alfa
Preg1 PaA - alfa alfa
Preg2 PAa alfa alfa
axial Pa0 -alfa 0
axial POa 0 - alfa
axial PAO alfa 0
axial POA 0 alfa
center C 0 0
Factorial Nbb -1 -1
factorial Nba -1 1
Factorial Nab 1 -1
factorial Naa 1 1
Pmax Pm alfa alfa

The responses Y1, Y2 were obtained by creating the
experimental simulation of 20 and 28 years of operation for
CCD and regression, respectively. When obtaining the data
for each year, the number of days of power delivery (kW)
per month to the supplier’s electricity grid was counted.
The categorical analyzes direct both studies to the months
where greater participation of the supplier is required. The
minimization in the regressions was carried out with the
Solver complement of the Excel, under the condition of
theNonlinear GeneralizedReducedGradient (GRG) and the
statistical analyses were done with [17].

4. Results

The selection of the months to study is based on the
number of times power is delivered to the supplier. This
categorical value allows them to be identified by obtaining
the average daily power purchase. The measurement
of SD was also considered as it is part of the CEDER
decision criterion to cover its variations. The analysis
of the days of power delivery to the external network
is summarized in Table 5. The table shows the current
conditions (Pc) of CEDER. November, December, and
January have the lowest average deliveries, which are 0,
0, and 2.5 times in each month, respectively. Likewise, it
can be observed in the space of possible increases given
to the simulator, that the month of November contains
the highest SD value; this defines it as the most important
for the analysis. In this sense, Table 6 presents the three
months with the highest power consumption of the CEDER.

It can be seen that November consumption is intermediate;
however, it is themonthwith the highest SD and the highest
percentage in the coefficient of variation (CV), confirming it
as the key month in the study
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Table 5 Number of days of injection into the supplier’s network

Point Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Pc 3 7 2 7 13 15 11 16 9 5 0 0
Pc 2 7 3 8 12 15 14 18 8 8 0 0
Pa0 1 3 6 7 13 17 14 11 8 4 0 0
Pa0 3 4 7 11 12 12 15 8 11 6 0 0
PaA 3 8 2 6 6 13 12 18 5 4 0 0
PaA 2 2 0 5 13 16 14 15 7 6 0 0
P0a 5 9 6 14 20 15 10 15 9 6 5 3
P0a 1 9 10 7 18 9 20 14 11 10 2 0
C 9 6 8 8 18 20 14 8 15 8 1 0
C 9 9 6 9 21 10 16 13 14 8 6 0
C 4 4 8 10 15 12 16 16 11 11 2 1
C 4 5 5 10 19 9 16 21 14 7 2 2
P0A 3 3 5 10 24 16 16 11 16 11 1 2
P0A 7 5 7 14 19 16 12 19 17 11 8 3
PAa 3 7 14 10 12 18 18 17 16 18 12 6
PAa 5 16 14 13 18 14 14 18 14 15 7 2
PA0 8 7 12 13 12 13 16 19 11 16 11 5
PA0 3 8 15 11 10 16 16 17 20 12 10 5
Pm 5 9 14 18 10 15 13 14 14 13 11 4
Pm 3 5 13 12 17 17 16 20 13 13 11 12
Nbb 3 2 4 10 20 19 18 13 9 9 0 0
Nbb 2 5 9 11 18 17 12 18 12 10 0 0
Nba 3 4 6 8 12 12 15 11 11 6 0 0
Nba 2 5 2 6 8 17 11 13 18 5 1 0
Nab 3 10 7 8 15 11 19 14 11 11 8 7
Nab 1 11 16 10 20 14 16 9 15 13 6 6
Naa 4 10 9 14 13 19 17 13 18 8 6 1
Naa 3 10 18 8 13 15 13 18 16 15 10 6
Total days 114 190 228 283 427 412 414 417 353 269 120 65
Daily average 4.07 6.79 8.14 10.11 15.25 14.71 14.79 14.89 12.61 9.61 4.29 2.32
Daily deviation 2.52 3.17 4.78 3.14 4.33 2.94 2.48 3.59 3.71 3.81 4.38 3.03

Table 6 Average daily demand

Pc Y1=kW/d avg Y2=kW/d dev CV=(S/xbar)100 Y1avg Y2avg
November
November

55.0014
53.5071

3.2799
3.1584

5.9632
5.9769

54.2543 3.2390

December
December

60.2180
57.6961

3.1584
3.0596

5.2449
5.3029

3.2390 3.2390

January
January

55.6072
34.8965

3.0724
2.0559

5.5252
5.8914

45.2519 2.5641

4.1 CCD analysis

By applying the MSR with dual response to the month
of November, where savings are more significant, its
behavior was obtained. Figures 3 and 4 present the
analysis of the responses.

November has a significant behavior of the variable Y1 in
the effects: X1, X2, X1 X2, and X2

2 , on the other hand,
the variable Y2 is significant in the effects X1, X2 and
X2

2 . The adjusted model can be observed in the prediction
profile section of Figure 3. It should be noted that all
statistical analyses meet significant relationships with
α ≤ 0.05.

Figure 4 represents the three-dimensional behavior of
Y1 (brown) and Y2 (blue). Point A (1,1) is the minimum
obtained using the CCD technique and is valid for both
responses.

The contour plot, Figure 5, details the demand savings
regions. The blue area represents the lowest demand
section required. It is contained between the following
points (x1, x2) : (−0.5, 1.2); (0, α); (1, 1); (α, 0);
(1.3,−0.2); (0.7, 0); (0.5, 0.5); (0, 0.8) and (−0.5, 1.2) the
most recommended area is the first quadrant of (x1, x2) ∈
E2.
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Figure 3 Statistical analysis of the CCD with a dual response for November

 

 

Figure 4 Three-dimensional schematic of the fitted models of Y1 and Y2
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Figure 5 Categories of possible savings in November

In November, the region with the least required demand
is intermediate in size, December covers a larger area,
and January presents a smaller savings section. If greater
savigns are needed, it is recommended to locate the
increase decisions in the smallest region, so the effect in
the months of December and November will be greater,
and in January, an acceptable one will be reached, on
average. Figure 6 splices the 3 previous zones. The most
recommended area in all three cases is the proximity to
point (1,1), that is, the first quadrant. Table 7 indicates
the requested demand of the three months with the
modification ofX1 andX2 at that point.

 

 

Figure 6 Regions with the highest savings in the three months
studied

If CEDER had the possibility of increasing the two factors
to the point (1.1), the estimated average daily savings with

reference to the current situation are: November (87.87%),
December (83.53%), and January (74.04%). Additionally, a
significant decrease in SD is achieved. On the other hand,
the relative increase in CV is due to the greater decrease in
Y1 compared to the decrease in Y2.

4.2 Regression analysis

Applying the regression technique for the month of
November, the approximations of the two responses were
obtained. Figure 7 shows their behaviors.

 

 

Figure 7 Dual Response Regression Statistical Analysis for
November

Unlike CCD, when doing regression, the cubic effect of
X1 in both responses was significant, allowing to identify
the change in curvature in this variable. Furthermore, it
confirms that the FV contribution is dominant. By having a
larger sample space, theminimum values of the responses
are found at (α, 0.681) and (α, 0.969), respectively. For
this reason, regression does not recommend increasing
X2 toα, since the value of both responses would be higher.
Since the primary response is more important than the
secondary one, the results obtained in it are prioritized;
in this way, regression suggests locating the minimum in
(α, 0.68087). Figure 8 shows three-dimensional curvature
changes of the cubic models of Y1 and Y2, as described
in the prediction profile in Figure 7. The minimum point
A(α, 0.681) is shown in Figure 8.
The boundary graph, Figure 9, details the demand-saving
regions. The blue area represents the lowest demand
section required. It is contained between the following
points (−0.7, α); (α, α); (α,−0.25); (1.3,−0.25); (0.7, 0);
(0.5, 0.5); (0, 0.8);(−0.6, 1.2) y (−0.7, α). Again the most
recommended area is the first quadrant of (x1, x2) ∈
E2; this region contains what is proposed by the CCD
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Table 7 Increased state at the optimal point of the CCD Naa (1,1)

Pc Y1=kW/d avg Y2=kW/d dev CV=(S/xbar)100 Y1avg Y2avg
November
November

7.0454
6.1213

0.4833
0.4420

6.8599
7.2200

6.5834 0.4626

December
December

10.8431
8.5819

0.7432
0.6484

6.8542
7.5558

9.7125 0.6958

January
January

11.7550
11.7349

0.8834
0.8708

7.5151
7.4202

11.7450 0.8771

 

 

Figure 8 Three-dimensional schematic of the fitted models of Y1 and Y2

technique.
Figure 10 shows the regions where the best minimizations
of the three months studied by the regression technique
are achieved. The change in the order of the sizes of the
areas lies in the fact of having increased the sample space
allowing polynomial adjustments of a higher degree.
It can be seen that for the months of January and
December, the regression favors the backup system, while
for the month of November both techniques are more
stable in their minimum region. Table 8 indicates the
requested demand for the threemonths ifX1 andX2 were
modified at point A.

Table 8 Increased state at the optimal point A of the regression
fit

(alfa,0.681) Y1 = kW/d avg Y2=kW/d dev CV=(S/xbar)100
November 3.92343723 0.32435112 8.26701441
December 8.79030355 0.50493343 5.74420931
January 13.5411094 1.03719703 7.65961639

If CEDER had the possibility of increasing the two
factors to point A, the estimated average daily savings
with reference to the current situation are: November
(92.77%), December (85.09%), and January (70.08%). In
the comparative study of the three months, January is the
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Figure 9 Categories of possible savings in November

 

 

Figure 10 Regions with the highest savings in the three months
studied

month with the lowest savings and the highest SD.

5. Conclusions

The combined effects of the factors studied are non-linear
as a whole. This is the reason for the use of dual response
option response surface experimental designs. In both
techniques, on average for the three months analyzed, at
least 80% savings are assured in the region established by

CCD for November.

The CCD technique weights the stability of the variance
profile by standardizing the adjustment model to the
second degree, while the estimated values have less
variation compared to the simple regression technique;
however, regression allows testing higher degree
fits without controlling for variance. Therefore, it is
recommended that CEDER decides to increase the power
of the AFVs and the geometry of the turbine-generator
backup, based on the region determined by CCD. In this
sense, the increase in AFVs provides better results than
the increase in storage geometry.
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