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ABSTRACT: This document details the implementation of a sub-pixel convolutional
neural network designed to enhance the resolution of face images. The model uses
a series of filters to progressively increase the number of pixels, estimating the
necessary information for new pixels from the original image and training derived from
22000 synthetic images produced by adversarial neural networks. Within the context
of surveillance and related applications, the trained convolutional network exhibits
beneficial characteristics. For instance, it can be deployed within a device to achieve
higher-resolution images than those the physical camera can produce. This research
underscores the feasibility of such a device through the implementation and evaluation
of the network on the NVIDIA Jetson TX2 embedded system. The findings demonstrate
the model’s practicality for real-time surveillance applications and its ability to produce
superior-quality images compared to several interpolation methods, as determined by
an exhaustive testing process measuring various attributes of the generated images.

RESUMEN: Este documento detalla la implementación de una red neuronal convolucional
de aplicación a nivel sub-pixel diseñada para mejorar la resolución de imágenes
faciales. El modelo utiliza una serie de filtros para aumentar progresivamente
el número de píxeles, estimando la información necesaria para los nuevos píxeles
tanto de la imagen original como del entrenamiento derivado de 17,500 imágenes
sintéticas producidas por redes neuronales adversarias. Dentro del contexto de
la vigilancia y aplicaciones relacionadas, la red neuronal convolucional entrenada
muestra características beneficiosas. Por ejemplo, se puede implementar dentro de
un dispositivo para lograr imágenes de mayor resolución de las que la cámara física
puede producir. Esta investigación subraya la viabilidad de dicho dispositivo a través de
la implementación y evaluación de la red en el sistema embebido NVIDIA Jetson TX2.
Los hallazgos demuestran la practicidad del modelo para aplicaciones de vigilancia en
tiempo real y su capacidad para producir imágenes de calidad superior en comparación
con varios métodos de interpolación, según lo determinado por un proceso de prueba
exhaustivo que mide varios atributos de las imágenes generadas.

1. Introduction

The rapid progress of digital imaging technology in
the past few decades has led to a significant increase
in the application of image processing techniques.
Super-resolution is one of these techniques, and
it has received considerable attention due to its
potential to enhance low-resolution images and produce
high-resolution counterparts.

This is particularly critical in surveillance applications,
where image clarity and detail are paramount.

This paper aims to explore the application of an
existing super-resolution method, the Efficient Sub-Pixel
Convolutional Neural Network (ESPCN), in the context of
video surveillance. The main contribution of this paper
lies not in the proposal of a new method, but rather in
the novel application and performance comparison of the
ESPCN, with traditional interpolation techniques, in the
specific scenario of video surveillance.

We further enhance the ESPCN implementation by
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applying it to all color components of an image rather
than just the luma component, as traditionally done. This
alteration allows us to better understand the potential
effects of the model on the entire image, not just a
single-color space.

Additionally, we leverage a unique dataset, comprised
of generated faces instead of real-life human beings, to
avoid ethical dilemmas. To our knowledge, the use of this
dataset for the training and validation of the ESPCN, is a
unique approach in the field.

The hardware implementation on an embedded system
like Jetson TX2 further distinguishes our work. We strive
to demonstrate the ESPCN’s practical feasibility and
efficiency in a real-world, resource-constrained setting.

We aim to present a comprehensive study involving
the ESPCN’s training on a unique dataset, its comparison
with classical methods, and its implementation on an
embedded system. This study can provide valuable
insights for researchers and practitioners interested in
utilizing super-resolution techniques for surveillance
applications.

Throughout the paper, we will introduce the applied
method and its variations, describe the implementation in
detail, discuss the experimentation results, and, finally,
provide a conclusion summarizing the findings and
potential implications of the study.

2. Literature review

As technology continues to advance, it increasingly
influences different facets of our lives, including
surveillance and security applications. This is evident
in the plethora of cameras and video recording nodes
deployed across cities, which continually generate vast
amounts of data. Within surveillance, particular interest
lies in the treatment of facial images in video footage.
Multiple techniques and algorithms focus on tasks like face
detection [1, 2], identity verification [3, 4], face capturing
[5], and face hallucination [6, 7]. However, this type of
image processing presents several challenges, including
multiple noise sources, motion blur [8], environmental
disturbances due to illumination changes and contrast [9],
and insufficient sensor density [10]. All these contribute to
image degradation, significantly affecting capture quality
[11]. The resolution of the images obtained, which can be
understood as the degree of closeness between objects
within an image that are distinguishable from each other
[12], is a significant concern. The higher the resolution,
the more detailed the information representation. The
common approach to address this in literature involves
incrementing the spatial resolution, i.e., increasing the

number of pixels per unit area [10, 11, 13]. However,
the resolution level of image acquisition hardware often
restricts the number of pixels available to represent an
image. This is due to the high cost and physical limitations
of high-precision optical devices and sensors [10, 11].
Therefore, current efforts aim at enhancing the resolution
of captured images through post-acquisition software
methods.

2.1 Super-resolution methods

Super-resolution has become a hotspot of investigation
in the last decades. It comprises a group of techniques
that seek to produce higher-resolution images from one
or more lower-resolution images [11]. This innovative
approach serves as a more recent alternative to the
classic interpolation algorithms. Although both are used
to increase the size of a single image, the difference
between super-resolution and classic methods lies in
the ability to recover lost high-frequency components.
The interpolation techniques have difficulty recreating
this type of information, so they have not considered
super-resolution methods [10].

These super-resolution techniques are divided into
reconstruction-based and learning-based methods
[11, 13]. The reconstruction-based methods, in turn,
are divided into two major approaches: the frequency
domain approach and the spatial domain approach.
Early super-resolution techniques were frequency
domain based, using the Fourier transform to find the
representation of an image in the frequency domain and
then eliminate the spectral aliasing [13–15]. Meanwhile,
spatial domain methods can create a higher-resolution
image of a scene based on a set of lower-resolution images
of that same scene. Each of these images must be slightly
different from one another to add new information. There
are also combined methods [16]. These could represent
the scene from different angles or be taken at different
time lapses. The higher-resolution image reconstruction
is possible by combining the information obtained from
each lower-resolution image [10]. Reconstruction-based
methods usually obtainmoderate resolution gains because
these need to estimate the effect of displacement, blur,
and rotation. It is an arduous task withmany complications
[15].

Learning-based methods are the techniques that lead
the current investigation on super-resolution. This
approach consists of training a model with a large
amount of information; therefore, it can learn the spatial
structural relationship between the higher-resolution and
lower-resolution images [13]. Thesemethods successfully
recreate high-frequency components without increasing
the number of images needed [11, 13]. Nowadays, multiple
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surveillance proposals of reconstruction-based [17, 18]
and learning-based methods exist [19–21].

Recent literature has emphasized the potential of deep
learning methodologies in addressing the complexities
associated with super-resolution reconstruction. The
proposal [22] introduced an innovative deep-learning
model rooted in convolutional neural networks to generate
high-resolution spatial representations of surface albedo
from coarse-resolution remote sensing-based data.
While their study primarily focuses on the downscaling of
surface albedo for bifacial solar photovoltaic panels, the
underlying principles, and methodologies offer valuable
insights into the application of deep learning for image
super-resolution in surveillance contexts.

Complementing these findings, [23] demonstrated
the effectiveness of an integrated approach combining
Efficient Sub-Pixel Convolutional Neural Network (ESPCN)
and Convolutional Neural Network (CNN) for enhancing
super-low-resolution facial images. Their method
showcased notable improvements in image resolution
and recognition accuracy, underscoring the efficacy of
deep learning techniques in the realm of facial recognition
within surveillance systems.

The project [24] compared the capabilities of the
newly introduced Xilinx Versal ACAP platform against
the conventional MPSoC FPGA, particularly for Deep
Learning applications. Using the Vitis AI inference
framework, they explored various convolutional and
fully-connected models. A custom architecture for an
image super-resolution model (ESPCN) on Versal ACAP
yielded a 4.5x latency improvement over the standard Vitis
AI framework implementation, highlighting the potential
advantages of this new platform in addition to the now
classical GPU implementations.

2.2 Aplied method and variations

The foundation of our super-resolution processing is
built upon the Efficient Sub-pixel Convolutional Network
(ESPCN) [25]. ESPCN is a convolutional network designed
to perform interpolation on individual images or videos,
with a central design goal being the minimization of
runtime processing. This is achieved while also ensuring
low consumption of hardware resources, facilitated
primarily through a novel placement of the sub-pixel
convolution layer within its architecture.

Original ESPCN Approach in YCbCr Space

Traditionally, the ESPCN implementation operates
specifically on the YCbCr color space, more precisely
on its luma (Y) component. The primary reasoning
behind this design choice is that human vision is more

sensitive to changes and details in luminance (brightness)
than in chrominance (color). Thus, by enhancing the
resolution of the Y channel, which captures luminance,
a significant perceived improvement in image quality is
attained. The chrominance channels, Cb and Cr, are
then typically upscaled using standard interpolation
methods, considering that the human eye is less sensitive
to high-frequency changes in color.

Our RGB-centric approach

In our study, we introduce a variation to the conventional
method. Instead of relying solely on the YCbCr color space
and applying super-resolution exclusively to the Y channel,
we propose applying ESPCN directly to each channel in
the RGB (Red, Green, Blue) additive color model. This
decision allows the model to predict and enhance details
across all color components of the image. By doing so, we
aim to understand the potential outcomes and benefits of
extending super-resolution processing across the entirety
of the image information, whichmay provide richer details,
especially in contexts where color details are crucial.

While the traditional ESPCN approach in the YCbCr space
is optimized considering the nuances of human vision,
our ESPCN_RGB variation seeks a broader perspective.
The essence of our variation is not solely rooted in
human perceptual experience but also anchored in the
objective metrics we deploy for evaluation. By applying
the super-resolution process across all RGB channels,
we hope to achieve a comprehensive enhancement that
can be robustly evaluated through metrics such as PSNR
(Peak Signal-to-Noise Ratio), SSIM (Structural Similarity
Index), FID (Fréchet Inception Distance), Blur, and Face
Distance [26].

These metrics provide a holistic view of the image quality,
capturing both perceptual and mathematical aspects of
the super-resolution output. This dual emphasis -on
human perception and objective quantification-ensures
that our RGB-centric method caters to a wider range
of real-world surveillance and recognition scenarios,
where color fidelity, sharpness, and accurate face
representations to be used in face detection-identification
scenarios are paramount.

3. Implementation

3.1 Dataset and training

The dataset was created from 22000 images downloaded
from the website [27]. These face pictures do not
correspond to real-life human beings, and the faces are
generated by a generative adversarial network (GAN)
based on [28] work to avoid ethical dilemmas [29].
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The ground truth and the decimated images are the
labels that compose the dataset. The ground truth is
the resolution ideal; the images within this group have
1,024x1,024 resolution. Meanwhile, the decimated images
are the homologous set, where each image from the
ground truth diminishes its resolution. The decimation
process is carefully made to avoid spectral aliasing
phenomena and thus evade future adverse effects on the
training.

The dataset is divided into two subsets: the training
and validation sets. The distribution between both sets is
75% (16500 Images) and 25% (5500 Images) of the total
amount of images, respectively. Our ESPCN model was
trained using the Pytorch deep learning library. We utilized
the Adam optimizer, paired with a mini-batch strategy, to
refine our model. The primary cost function was Mean
Squared Error (MSE), and the learning rate was set to
1e-3. This approach allowed for the nuanced adjustment
of the model’s weights with each iteration, incrementally
improving the quality of the super-resolved images.

Minor modifications were made to the original ESPCN
implementation to enhance training efficiency and fully
exploit our available hardware resources. The batch
size was substantially increased to 1000 to maximize the
computational power of an 8-GPU cluster equipped with
GTX1080Ti graphics cards that we used in our training and
model evaluation. Default values from the Pytorch library
were used for other hyperparameters, with the learning
rate maintained at 1e-3, and the Adam optimizer’s Beta1,
Beta2, and Epsilon parameters were set to 0.9, 0.999, and
1e-8, respectively. The effectiveness of these parameter
settings is evident in Figure 1, which illustrates the steady
improvement of MSE, PSNR, and SSIM metrics over
successive training epochs; in all training process, we
attain similar results in the convergence of the algorithm
around 400 epochs.

3.2 Hardware

Once the model was appropriately trained, it was
implemented on a Jetson TX2. This board is an embedded
system manufactured by Nvidia, and designed for artificial
intelligence applications. The TX2 has a camera module
of 5 Mega Pixels, allowing the Jetson TX2 capabilities in
artificial vision.

3.3 Software

The ESPCN is implemented by a piece of software
responsible for coordinating and executing the duties of
the embedded system. Figure 2 contains a flowchart that
explains the functioning of the main program. Firstly, it

is necessary to initialize essential objects like the ESPCN
itself and a frontal face detector Haar cascade [30], then
the main program enters the main loop, where the camera
captures an initial image; this image is treated to search
for any human face in it by the Haar cascade classifier. In

 

 

(a)

 

 

(b)

Figure 1 Training Performance Metrics for ESPCN: The
progression of Mean Squared Error (MSE), Peak Signal-to-Noise

Ratio (PSNR), and Structural Similarity Index Measure (SSIM)
across epochs during the evaluation phase. From Top to Bottom

case this search has a positive result, there is a human face
in the image; the main program must estimate a region of
interest (ROI) that preserves the face found correctly. This
ROI is used as input for themodel, so the ESPCN calculates
a higher-resolution version. It is essential to clarify that
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there are pre-process and post-process tasks related to
themodel operation. Finally, the output image is visualized
on a monitor connected to the embedded system. If the
face detector has a negative result, no human face is in
the image; the initial image does not require any other
treatment and is visualized on the monitor immediately.
The main loop will run while the process supporting the
main loop is running.

 

 

Figure 2 Flowchart of the main program

4. Experimentation

In the landscape of video surveillance, particularly where
face identification is pivotal, the utility of a model is not
just in its capability to enhance resolution but also in its
ability to be deployed in real-time on embedded systems.
The core objective of these experiments with ESPCN is
to investigate its effectiveness in super-resolving facial
images, making them suitable for video surveillance
applications when deployed on embedded platforms like
the Jetson TX2.

To demonstrate the potency of ESPCN, three distinct
models were trained using images whose resolution was
decreased by sub-sampling factors of 2, 4, and 8 from
the original resolution (1,024x1,024). This translates to
images with resolutions of 512x512, 256x256, and 128x128,
respectively.

4.1 Model testing plan

The model is evaluated based on five metrics: peak
signal-to-noise ratio (PSNR), structural similarity index
measure (SSIM), Frechet inception distance (FID), blur,
and face distance. Each of these metrics measures
different aspects of the result images from the ESPCN.

The classic interpolationmethods: Nearest neighbor (NN),
bilinear, bicubic, and Lanczos are used as performing
references. These methods were chosen due to their
extensive use in practical image processing applications,
primarily because of their swift computational efficiency.
Through a visual evaluation, we aim to illustrate the
capabilities of ESPCN by juxtaposing its outputs with those
derived from the classical methods on specific portions of
a selected validation set image.

PSNR

Commonly employed in super-resolution research [25],
the peak signal-to-noise ratio provides an invaluable
perspective on image fidelity. As a logarithmic metric,
PSNR gauges the pixel-wise similarity between two
images. By comparing the ground truth to the images
reconstructed using ESPCN, we can gauge how well the
network is preserving original details during the upscaling
process, a vital aspect in video surveillance for accurate
face identification.

SSIM

The structural similarity index measure, akin to
PSNR, evaluates image quality by comparing images
on a pixel-by-pixel basis. Despite its popularity in
super-resolution research, SSIM’s sensitivity sets it apart.
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Given its narrow metric range (0-1), it is less susceptible
to variances than PSNR, making it a more robust metric
for understanding structural deviations in facial features.

FID

The Frechet inception distance compares the distribution
of two different groups of images, in this case, the ground
truth and the reconstructed images.
Smaller FID is related to more similar distributions
between the two sets of images. The method that
increases image resolution is expected to not drastically
affect the image distribution. This metric is very
interesting since it is also sensitive to noise and other
forms of disturbance on the images. A lower FID indicates
that the reconstructed images maintain a distribution
closely aligned with the ground truth, hinting at minimal
disturbances or noise, an essential characteristic for
reliable surveillance systems.

Blur

The blur is a measure of the level of ”smoothing” in
an image. High levels of blur are strongly related to a
lack of high-frequency information. The range of this
metric is between 0 and 1, where the higher the measure,
the greater the blur of the image. For accurate face
recognition, maintaining a low blur metric is crucial.

Face distance

Within the domain of video surveillance, accurate
representation and preservation of facial features following
super-resolution processes bear significant implications.
Surveillance systems rely heavily on the clarity and
fidelity of images to make precise identifications, and
any discrepancies in enhanced images might lead to
erroneous recognitions with potential consequences.

The face distance metric, elucidated in reference [26],
is devised to gauge the proximity between the original
and the reconstructed facial images. A value nearing
zero indicates a high degree of congruence between the
enhanced and original images, ensuring the reliability
of the super-resolved image for identification purposes.
Conversely, values approaching one signal notable
discrepancies, which could challenge the utility of the
super-resolved image in surveillance contexts.

The imperative nature of this metric accentuates
the potential contributions of ESPCN to the realm of
surveillance, highlighting the significance of consistent
facial feature representation.

4.2 Embedded system implementation

The NVIDIA Jetson TX2 was selected for its optimized
architecture for neural network computations, primarily
driven by its GPU cores. This device, coupled with NVIDIA’s
CUDA technology, ensures not only efficient parallel
processing but also offers adaptability across different
platforms, facilitating the potential scalability of our
solution.

The choice of resolutions, specifically 640x480, 320x240,
and 160x120, aligns with the prevalent VGA standard used
in video surveillance systems. These resolutions were
chosen to assess the model’s capability to enhance
commonly encountered surveillance footage to a
more detailed 1,280x960 resolution. In the context of
surveillance, increased resolution aids in enhancing
discernibility, thereby making details more perceptible.

Embedded systems, including the Jetson TX2, come
with their set of challenges, such as memory constraints,
power consumption considerations, and heat dissipation
issues. These challenges were addressed through model
optimization and leveraging the efficiencies inherent to the
TX2. The resulting system exhibits commendable energy
efficiency, which is essential for sustained surveillance
operations.

In conclusion, the successful deployment of the
ESPCN model on the Jetson TX2 highlights its potential
for real-time surveillance applications, while also
underscoring the broader applicability of sophisticated
neural network models on embedded platforms.

5. Discussion

In general, with a few exceptions, the ESPCNoutperformed
other interpolation methods in all evaluated metrics.
PSNR and SSIM data, presented in Table 1 and Table
2, respectively, demonstrate that ESPCN produced
images that were closest to the ground truth.
Additionally, the difference between the ground truth
and ESPCN-generated images was minimal compared
to most other interpolation methods, as evidenced by
the FID results shown in Table 3, particularly when the
sub-sampling factor is 2. The only exception was the
nearest neighbor method, which was the only method
capable of outperforming the ESPCN results with a
sub-sampling factor of 8.

Table 4 shows that the blurring phenomenon is less
noticeable in the ESPCN images and becomes more
pronounced as the sub-sampling factor increases. The
nearest neighbor method is again an exception, but this
time due to its pixelated finish, which is not ideal, despite
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not being blurred.

Finally, the face distance data reveals the ESPCN’s
potential as a support tool for an identity verification
algorithm. Table 5 confirms that the ESPCN is more
effective than classical interpolationmethods in recreating
key facial features for identity verification, particularly at
higher sub-sampling factors. This is particularly useful
when reconstructing super-resolution images from small
images or when a significant increase in resolution is
necessary.

Figure 3 shows a comparison of the whole image
using all four interpolation methods and the two ESPCN
methods. On the other hand, Figure 4, Figure 5, and Figure
6 focus on specific areas of the face: forehead, eye, crow’s
feet, wrinkles, and beard. These visual comparisons help
to intuitively understand the resolution gain difference
between the interpolation methods and the ESPCN. As the
sub-sampling factor increases, the difference becomes
more evident. However, the difference is not as obvious
at first sight using the visual comparison, despite the
larger performance gap according to the PSNR and SSIM
metrics, especially when the factor is 2.

Figure 7 shows the lower-resolution images captured by
the camera, while Figure 8 and Figure 9 show the results
of the ESPCN implementation in the embedded system.
These images are the super-resolution reconstruction
of lower-resolution images like Figure 7. As the
sub-sampling factor increases, the images quickly
degrade, which is consistent with the metrics results.
Higher super-resolution reconstruction requires more
information from the lower-resolution image and demands
higher processing power.

Comparing the ESPCN that reconstructs the RGB
color channels with the ESPCN that just reconstructs the
Y luma component, it is visible that the results are very
similar, in both the metrics and the visual comparison
images. The RGB results are often slightly superior, but
the gap between them is minuscule

5.1 Model testing plan results

Our experiments demonstrate the superior performance
of the Efficient Sub-Pixel Convolutional Network (ESPCN)
model over classical interpolation methods across
multiple metrics, as can be seen in Tables 1 to 5. For
both the PSNR and SSIM results, the ESPCN model, in
both Y and RGB modes, consistently outperforms Nearest
Neighbor, Bilinear, Bicubic, and Lanczos interpolation
methods across scale factors of 2, 4, and 8. This suggests
that ESPCN provides better image quality with higher
similarity to the original high-resolution image. Similarly,

for the FIDmetric, ESPCN shows significantly lower values
than the other methods, implying that the distribution of
the generated images is closer to the distribution of real
images. In the Blur metric results, ESPCN presents lower
mean values, which indicates reduced blurriness in the
produced images. Finally, for the Face Distance metric,
ESPCN achieves lower mean values than most other
methods, suggesting its potential superiority for facial
image processing applications. This collection of results
underlines the potential of the ESPCN model as a robust
solution for enhancing image resolution, particularly in
the context of video surveillance.

5.2 Embedded system implementation
results

Computational complexity

The Efficient Sub-Pixel Convolutional Neural Network
(ESPCN) uses a learnable upscaling process at the end
of the network. The upscale factor in ESPCN is achieved
by the PixelShuffle operation, which rearranges the
elements in the tensor from the depth dimension to the
spatial dimensions.

When the scale factor increases, the number of MACs
decreases because, as can be seen in Table 6, in ESPCN,
the images are upscaled in the feature map space rather
than in the pixel space. The convolution operations are
performed in low-resolution space, which requires fewer
MACs as the scale factor increases. This is because the
amount of detail the model needs to generate decreases
as the scale factor increases, and the overall workload
of the network decreases with the increase in the scale
factor, which leads to the reduction in MACs. This is one of
the benefits of using ESPCN over other super-resolution
methods, as it can perform the upscaling operation more
efficiently, especially for large upscale factors.

Our hardware implementation yielded similar average
execution times for both the ESPCN_Y and ESPCN_RGB
models, roughly around 5 seconds more than 5 times
more on average than the worst case with Lanczos. This
similarity may be attributed to specific characteristics
of the compiler and the architecture of the hardware on
which the models were run - the Jetson TX2 board. In this
case, we did not utilize the GPU of the board to optimize
the algorithm, just as we had not optimized the classic
methods such as Nearest Neighbor, Bilinear, Bicubic,
or Lanczos for the processor. Regardless, all models
produced an output image with a resolution of 1280x960.
The computational complexity of interpolation methods
such as Nearest Neighbor, Bilinear, Bicubic, and Lanczos
can be broadly estimated in terms of Multiply-Accumulate
operations (MACs) in terms of a scale factor sf and a
number of pixels n. Nearest Neighbor, performing one
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Table 1 PSNR metric results

N.N Bilinear Bicubic Lanczos ESPCN_Y ESPCN_RGB
Factor Mean 37.16 38.21 40.07 40.38 40.70 41.39

2 Stand.dev. 1.84 2.11 2.20 2.23 1.73 1.96
Factor Mean 32.36 33.50 34.34 34.43 34.97 35.15

4 Stand.dev. 1.68 1.92 2.03 2.05 1.95 2.02
Factor Mean 29.10 30.27 30.97 31.05 31.43 31.60

8 Stand.dev. 1.50 1.70 1.79 1.80 1.76 1.82

Table 2 SSIM metric results

N.N Bilinear Bicubic Lanczos ESPCN_Y ESPCN_RGB
Factor Mean 0.954 0.955 0.969 0.971 0.975 0.977

2 Stand.dev. 0.010 0.012 0.008 0.008 0.006 0.006
Factor Mean 0.863 0.880 0.894 0.895 0.908 0.909

4 Stand.dev. 0.027 0.029 0.026 0.026 0.022 0.022
Factor Mean 0.756 0.807 0.816 0.817 0.827 0.829

8 Stand.dev. 0.043 0.042 0.040 0.040 0.038 0.038

Table 3 FID metric results

N.N Bilinear Bicubic Lanczos ESPCN_Y ESPCN_RGB
Factor 2 450.48 2,523.69 621.10 442.13 51.53 33.96
Factor 4 2,647.25 9,295.63 5,495.17 5,193.59 2,372.12 2,121.91
Factor 8 3,600.99 19,123.293 15,120.29 14,413.11 8,893.36 8,443.40

Table 4 Blur metric results

N.N Bilinear Bicubic Lanczos ESPCN_Y ESPCN_RGB
Factor Mean 0.433 0.512 0.450 0.438 0.408 0.408

2 Stand.dev. 0.043 0.043 0.042 0.042 0.042 0.042
Factor Mean 0.365 0.664 0.613 0.594 0.523 0.522

4 Stand.dev. 0.022 0.034 0.035 0.038 0.039 0.039
Factor Mean 0.182 0.784 0.788 0.808 0.726 0.729

8 Stand.dev. 5.78e-16 0.018 0.014 0.016 0.022 0.021

Table 5 Face distance metric results

N.N Bilinear Bicubic Lanczos ESPCN_Y ESPCN_RGB
Factor Mean 0.0346 0.0338 0.0331 0.0333 0.0336 0.0337

2 Stand.dev. 0.0177 0.0173 0.0176 0.0178 0.0183 0.0176
Factor Mean 0.0411 0.0457 0.0347 0.0358 0.0348 0.0346

4 Stand.dev. 0.0164 0.0148 0.0172 0.0173 0.0176 0.0176
Factor Mean 0.0843 0.1090 0.0694 0.0625 0.0498 0.0495

8 Stand.dev. 0.0160 0.0176 0.0160 0.0154 0.0168 0.0166

Table 6 Variation of ESPCN in the number of parameters and
MACs vs. the scale factor

Scale_factor Params MACs
2 21284 504365056000
4 24752 66584576000
8 38624 10092544000

operation per output pixel, has complexity proportional
to n * sf * sf. Bilinear, operating on a 2x2 neighborhood,
multiplies this by four, leading to 4 * n * sf * sf. Bicubic,
considering a 4x4 pixel grid, increases the complexity
to 16 * n * sf * sf. Lastly, Lanczos typically operates on
a larger neighborhood (e.g., 6x6 for Lanczos3), giving a
complexity of 36 * n * sf * sf. The worst case is Lanczos with
n=1280*960 and sf=8, the MACs will be 2831155200, which

105



A. D. Gómez-Bautista et al., Revista Facultad de Ingeniería, Universidad de Antioquia, No. 112, pp. 98-110, 2024

 

 

Figure 3 Factor 2 image comparison results

 

 

Figure 4 Factor 2 area image comparison results

is 3.6 less than the ESPCN_Y with the same resolution.

6. Conclusions

Considering the results, this study affirms the potential
of implementing learning-based methods, particularly
the Efficient Sub-pixel Convolutional Network (ESPCN), in
video surveillance applications. The enhancements
provided by the ESPCN, as demonstrated in our
data, position it as a promising solution for improving
image resolution in surveillance contexts, particularly
frontal-face identification.

Importantly, though this paper does not explore
specific training costs such as time and energy, the
relative efficiency of ESPCN is demonstrated through
the decreasing requirement for Multiply-Accumulate
Operations (MACs) as the scale factor increases, as shown
in our presented results. This efficiency allows ESPCN to
outperform classical interpolation methods by reducing
the reliance on high-precision, often expensive optical
devices, and camera sensors.

Our results from the face distance metric indicate
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Figure 5 Factor 4 area image comparison results

 

 

Figure 6 Factor 8 area image comparison results

 

 

Figure 7 Initial images captured by the camera with 640x480 (a), 320x240 (b), and 160x120 (c) resolution

the potential for ESPCN to bolster other forms of face
image processing algorithms. However, more research is
necessary to fully understand the extent of the model’s
potential, its limitations, and how it can be fine-tuned for
optimal results.

The results suggest that training based on artificial
face images is an excellent approach for building a dataset
with a large number of images, which allows us to achieve
high-performance results. More importantly, it avoids
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Figure 8 Images generated by the RGB model trained with 2 (a), 4 (b), and 8 (c) factors

 

 

Figure 9 Images generated by the YCbCr model trained with 2 (a), 4 (b), and 8 (c) factors

violating the intellectual property of anyone. Each person
has the right to control their own image and personal
information.

There are several factors to consider in further research to
transition from our findings to a fully realized surveillance
application prototype. These include operation range, and
operation time in a particular hardware implementation,
behavior under disturbances such as noise sources or
luminous contamination, and face image perspective.
For this paper, we utilized a frontal face perspective,
due to its preference in surveillance applications. Still,
future iterations of the model should incorporate training
to recognize face images from various angles and
perspectives.

As we navigate an ever-evolving world, the technification
of surveillance continues to shape our lives. It gives
governments and communities more control and capacity
to preemptively detect threats, reduce risks, and protect
individuals and societies. With time, we anticipate that
advancements such as the ones proposed in this study will
contribute significantly to these efforts.

In conclusion, the role of super-resolution represented
by ESPCN is extremely applicable in modern video
surveillance systems. Video surveillance applications
continuously collect large amounts of redundant data,
but specific moments of interest caused, for example,

by movement, boundary violations, or in our case
study, facial recognition, require higher levels of image
sharpness. Using ESPCN at such critical moments
ensures higher-resolution images to be saved, allowing
for more detailed scrutiny. This not only increases the
fidelity of stored images, but also strengthens the overall
goal of increasing security measures and supporting
forensic analysis with unprecedented accuracy.
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