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Abstract

This article presents Cadlaws, a new English–French corpus built from Canadian legal documents, 
and describes the corpus construction process and preliminary statistics obtained from it. The corpus 
contains over 16 million words in each language and includes unique features since it is composed of  
documents that are legally equivalent in both languages but not the result of  a translation. The corpus 
is built upon enactments co-drafted by two jurists to ensure legal equality of  each version and to re-
flect the concepts, terms and institutions of  two legal traditions. In this article the corpus definition 
as a parallel corpus instead of  a comparable one is also discussed. Cadlaws has been pre-processed for 
machine translation and baseline Bilingual Evaluation Understudy (bleu), a score for comparing a 
candidate translation of  text to a gold-standard translation of  a neural machine translation system. To 
the best of  our knowledge, this is the largest parallel corpus of  texts which convey the same meaning 
in this language pair and is freely available for non-commercial use.
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translation; Cadlaws.
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Cadlaws: un corpus paralelo de documentos jurídicos equivalentes  
inglés-francés

Resumen

Este artículo presenta Cadlaws, un nuevo corpus en los pares de lenguas inglés y francés, creado con 
base en documentos legales canadienses. Describe el proceso de construcción del corpus y las estadís-
ticas preliminares que se obtuvieron de aquél. Este corpus contiene más de 16 millones de vocablos 
en cada idioma e incluye características únicas, pues está conformado por documentos equivalentes 
desde el punto de vista jurídico en ambos idiomas como lengua de partida. El corpus se basó en 
autos legales redactados de manera conjunta por dos juristas para garantizar la equivalencia jurídica 
de cada versión y reflejar los conceptos, términos e instituciones de dos tradiciones del derecho. En 
este artículo, también se estudia la definición de corpus como corpus paralelo en oposición al corpus 
comparable. Cadlaws se procesó previamente para traducción automática y el suplente de evaluación 
bilingüe de referencia (bleu, por sus siglas en inglés), un puntaje que sirve para comparar un texto 
presentado como candidato para la traducción de un texto contra una traducción considerada patrón 
de referencia en un sistema de traducción automática neuronal. Hasta donde sabemos, este es el corpus 
paralelo de textos con el mismo significado en este par de lenguas más extenso que existe, y ofrece 
libre acceso para uso no comercial.

Palabras claves: construcción de corpus; corpus paralelo; traducción automática neuronal (ta); 
inglés-francés; Cadlaws.

Cadlaws - Un corpus parallèle anglais-français de documents  
juridiquement équivalents

Résumé

Cet article présente Cadlaws, un nouveau corpus anglais-français construit à partir de documents juri-
diques canadiens. L’article décrit le processus de construction du corpus ainsi que les statistiques pré-
liminaires obtenues à partir de celui-ci. Le corpus contient plus de 16 millions de mots dans chaque 
langue et présente des caractéristiques uniques puisqu’il est composé de documents juridiquement 
équivalents dans les deux langues mais qui ne sont pas le résultat d’une traduction. Le corpus est 
construit à partir de textes co-rédigés par deux juristes afin de garantir l’égalité juridique de chaque 
version et de refléter les concepts, termes et institutions de deux traditions juridiques. Dans cet article, 
la définition du corpus comme un corpus parallèle au lieu d’un corpus comparable est également 
discutée. Cadlaws a été prétraité pour la traduction automatique et offre la valeur d’évaluation bleu 
(Bilingual Evaluation Understudy), un score permettant de comparer une traduction avec la norme 
d’un système de traduction automatique neuronal. À notre connaissance, il s’agit du plus grand cor-
pus parallèle de textes véhiculant le même sens dans cette paire de langues et il est disponible gratui-
tement pour une utilisation non commerciale.

Mots-clés : construction de corpus ; corpus parallèle ; traduction automatique neuronale (nmt) ; 
anglais ; français ; Cadlaws.
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1. Introduction

Machine learning has driven advances in 
many fields including translation. Way (2018) 
estimated that in 2012 Google was translat-
ing around 75 billion words per day while in 
2016 its average daily volume was about 143 
billion, representing nearly a doubling in just 
four years. Neural Machine Translation (nmt) 
integrates artificial neural networks that direct-
ly transform a source sentence to a target sen-
tence. An introduction and review of Neural 
Machine Translation can be found in the work 
of  Stahlberg (2020), where it is discussed how 
nmt has become the de facto standard for large-
scale machine translation, going back to origin 
of  nmt to word and sentence embeddings and 
neural language models. The most commonly 
used building blocks of  nmt architectures are 
explained along with the advantages and dis-
advantages of  several design choices with re-
spect to decoding, training, and segmentation.

Although nmt is a relatively new paradigm in 
the translation field, having been first explored 
towards the end of 2014, the main technology 
industries such as Google, Microsoft, and Yan-
dex translation services have all switched to 
using nmt. One such nmt system, Opennmt2, 
was released in 2016 by the Harvard Natural 
Language Processing group (Klein et al., 2018).

So far, the focus has been on the technological 
development, improvement of  the algorithms 
of  the systems, and the combination of  sys-
tems to achieve faster responses or more effi-
cient resource utilization. However, the three 
biggest companies investing in the field of  ma-
chine translation (mt), namely Google®, Face-
book®, and Microsoft®, which also own the 

2 	 Opennmt is an open-source ecosystem for neural 
machine translation and neural sequence learn-
ing available at https://opennmt.net/ (Accessed 
April 7th, 2021).

largest corpora, have started to focus the de-
bate recently on a phenomenon called “trans-
lationese” (Freitag et al., 2019). Translationese 
is a feature detected in translated texts (Baker, 
1993) which present a poorer use of  language 
than originally written texts in the same lan-
guage, due to the influence of  both the source 
text and the source language. In comparison 
with originally written texts, translated texts 
tend to display lower rates of  lexical and syn-
tactical variety, poorer choice of  linguistic 
structures, and a higher level of  explicit vo-
cabulary and/or concepts.

Parallel corpora are widely used for training nmt 
systems, which directly model the probability of  
a target-sentence given a source-language sen-
tence. Search and assessment of candidate par-
allel texts is usually made based on the quantity 
rather than the quality due to the vast amount 
of data that nmt requires. Thus, most of the 
research done in nmt is built on corpora that, 
although in a more formal language and profes-
sionally translated, have already been produced 
using Computer Aided Translation (cat) tools 
and by mt, to some extent at least. There are a 
number of English and French parallel corpora 
in the legal domain, such as the English-French 
Hansard Corpus (Germann, 2001), the Europarl 
Corpus3 (Koehn, 2005), the jrc-Acquis (Stein-
berger et al., 2006), or the United Nations 
Corpus (Ziemski et al., 2016).

The lack of  resources to train nmt has led to the 
use of  comparable sources to provide parallel 
corpora to train nmt for low-density language 
pairs or to the use of  sources that do not belong 
to the legal and political sphere. A review of the 
large body of  research on mining parallel sen-
tences in collections of  monolingual texts from 
comparable corpora can be found at Schwenk 

3 	 European Parliament Proceedings Parallel Corpus 
1996-2011, available at: https://www.statmt.org/
europarl/ (Accessed April 7th, 2021).

https://opennmt.net/
https://www.statmt.org/europarl/
https://www.statmt.org/europarl/
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et al. (2019). The methodology used to extract 
a comparable corpus is different from that of a 
parallel one (see, for example, Hewavitharana & 
Vogel, 2016; Rapp et al., 2016).

This paper presents Cadlaws, a new Eng-
lish-French parallel corpus built from Can-
adian enactments, which is legally equivalent 
in both languages but not as the result of  
translation. The corpus compilation process 
is detailed in Section 2 and is followed by an 
analysis of  the corpus features (Section 3). 
Then, the corpus evaluation in an nmt system 
is reported (Section 4). In Section 5, possible 
uses of  the corpus are discussed. Finally, the 
conclusions and the references close the paper.

2. Corpus Compilation

The texts that together compose the Cadlaws 
corpus were downloaded from the Justice De-
partment website of  the Government of  Can-
ada. With respect to permission and access to 
the data, the website states the following:

Anyone may, without charge or request for 
permission, reproduce enactments and con-
solidations of  enactments of  the Govern-
ment of  Canada, and decisions and reasons 
for decisions of  federally constituted courts 
and administrative tribunals, provided due 
diligence is exercised in ensuring the accu-
racy of  the materials reproduced and the re-
production is not represented as an official 
version. (Canada Government, Department 
of  Justice, s.f.) 

So, in accordance with the requirement, it must 
be noted that this work has been done using a 
copy of the official work, downloaded in Janu-
ary 2019, and that this reproduction has not been 
produced in affiliation with the Government of  
Canada or with the endorsement thereof.

The downloaded materials contain every en-
actment published in English and French from 

January 2001 to December 2018, broken into 
5,609 files in each language and with a total of  
28,870,027 words in English and 35,109,593 
words in French.

English and French versions were collected in 
Extensible Markup Language (xml)4 and were 
characterised by a complicated structural hier-
archy. In order to preserve high quality texts, 
the tables, notes, figures, and the style markers 
were discarded as well as all the laws that had 
a different structure in each language. One 
special characteristic of the corpus is that each 
paragraph, while conveying the same meaning 
in each language, can have a number of senten-
ces that may be different in English and French. 
Sentences were considered as the basic units 
and were automatically split by using the docu-
ment’s structure tags with one sentence per line. 
If  the number of  lines in a given law differed 
between the two languages, then the data was 
discarded for quality reasons since the equiva-
lence in meaning and the alignment could not 
be guaranteed.

The text was tokenised with the Moses token-
iser (Koehn et al., 2007). The alignment was 
done using Hunalign (Varga et al., 2005), which 
takes tokenised sentence-segmented texts and 
outputs a sequence of  bilingual sentence pairs. 
In a first step, Hunalign was used to match the 
pairs of  sentences. Then, an automatic dic-
tionary based on this first alignment was built. 
Finally, the algorithm realigned the sentences 
combining sentence-length information with 
the dictionary in a second iteration.

The sentence alignment was stored in one file 
per law with both languages. Then, the final 
sentence-aligned data was stored in one file 

4 	 Extensible Markup Language is used to describe 
data. It is a programming language that enables 
information exchange between otherwise incom-
patible systems.



Francina Sole-Mauri, Pilar Sánchez-Gijon & Antoni Oliver

498

Nuevas perspectivas de investigación en la traducción especializada en lenguas románicas: aspectos comparativos, 
léxicos, fraseológicos, discursivos y didácticos

per language. The size of  the sentence-aligned 
corpus is roughly 16 million words in around 
740 thousand segments. This corpus contains 
only sentence pairs and even though the order 
of  the sentences is the same as in the origin-
al for each legal document, the one-to-one, 
many-to-one, or many-to many alignments 
that were filtered out left some gaps.

The detailed statistics of  the Cadlaws corpus are 
summarized in Table 1, which lists the words, 
tokens, average sentence length, and the vocabu-
lary size of  the corpus. All scores are provided 
for lowercased data and tokens were counted 
after processing with the Moses tokenizer. To 
better illustrate the special features of  this cor-
pus, the same data for the Canadian Hansard 
of  the House of  Commons for the period 
1997-2000 is also provided (Germann, 2001).

Both corpora are similarly sized with ap-
proximately 17 million words in each lan-
guage; but while the Hansard has only 60 to 77 
thousand types (unique words), the new corpus 
doubles the number of types. In addition, with re-
spect to sentence length, Cadlaws has 21 words 
per sentence while the Hansard has about 15. 
Interestingly, the Hansard French version has 
longer sentences than the English one, while 
in the Cadlaws corpus, it is the English version 
which has the higher number of  words per 
sentence.

3. Corpus Features

The Cadlaws corpus is available for research and 
non-commercial use under a Creative Com-
mons Attribution International Licence and 
can be fully accessed and downloaded.5

As mentioned, there are three characteristics 
that make Cadlaws unique. First, it is composed 
of  legal documents that are equivalent in both 
languages but not as the result of  translation; 
second, the sentences are very long compared 
to other corpora in the legal vocabulary field; 
and finally, it shows greater variety in ter-
minology and expressions as it is based upon 
legal documents that have to respond to the 
requirements of  two languages and two legal 
traditions.

Since 1978 Canadian federal laws have been 
co-drafted by two jurists, one francophone and 
one anglophone, who simultaneously draft 
the French and English versions of  a legisla-
tive text to ensure equality of  the two official 
languages (McLaren, 2014). In the beginning, 
as discussed by Regan et al. (2011, pp. 218-
219), the process of  co-drafting proved to be 
inappropriate since it focused on bilingualism 
more than on bijuralism and imposed common 

5 	 Cadlaws corpus is available at https://ddd.uab.
cat/record/238990?ln=en (Accessed April 7th, 
2021).

Cadlaws Hansard
English French English French

Lines 741,071 741,071 1,070,259 1,070,259

Sentences 770,174 816,511 1,161,967 1,103,985

Clauses 1,721,601 1,750,732 1,790,110 1,966,843

Words 16,878,655 17,086,083 16,366,523 17,540,577

Tokens 17,016,518 18,243,835 16,460,385 18,701,654

Words/Sentence 21.9 20.9 14.1 15.9

Unique words 127,271 110,672 60,557 77,412

Table 1. Characterization of the New Cadlaws Corpus and the Canadian Hansard

https://ddd.uab.cat/record/238990?ln=en
https://ddd.uab.cat/record/238990?ln=en
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law conventions on the French language text 
of  federal legislation. The subsequent consoli-
dation of  terminology by both the provincial 
and federal governments and the enactment of  
a new civil code of  Quebec in 1994 enhanced 
the policy of  legislative bijuralism so that 
each language’s version of  any federal law re-
flected the concepts, terms, and institutions of  
the two legal systems in Canada. Thus, jurists 
co-drafting in both languages have to harmon-
ize the concepts not only of  two languages but 
of  two legal traditions (see Regan et al., 2011, 
pp. 219-220).

In 1995, The Department of  Justice Canada 
adopted the Policy on Legislative Bijuralism, 
which aimed to formally recognize the obliga-
tion to make federal legislative texts accessible 
to the various legal audiences of  federal law in 
Canada, notably civil law and common law jur-
ists, in both English and French. In 1999, legis-
lative bijuralism in both linguistic versions was 
imposed as an obligatory drafting norm for all 
federal legislative texts as the Cabinet Directive 
on Law-Making was amended. Finally, in 2001, 
the Federal Law-Civil Law Harmonization Act, 
No. 1 (S. C. 2001, c. 4) enacted sections 8.1 and 
8.2 which defined bijural rules of  interpretation 
and the practice of  revising draft bills and regu-
lations was implemented. Cadlaws is therefore 
built from enactments published from 2001 on-
ward to ensure that not only bilingualism but 
bijuralism is ensured in the language chosen to 
ensure that both versions are legally equivalent.

Neither version is a translation of  the other, 
but they convey the same meaning in a given 
paragraph. Thus, while each segment has the 
same meaning, it can be formed by individual 
sentences that may not be considered a perfect 
translation in the other language, despite being 
legally equivalent. An extract (Example 1) from 
the Controlled Drugs and Substances Act (S.C. 1996, 
c. 19; last amended on 19/09/2019) exempli-
fies this fact (italics used in the original):

In this example, it can be seen how “[i]n this 
act” in the English version is equivalent to 
“[l]es définitions qui suivent s’appliquent à la 
présente loi” in French. Both sentences con-
vey the same meaning and it cannot be con-
sidered as one language being the translation 
of  the other one. As Justice P. Viau explained 
it, “deux langues, c’est d’abord deux styles, en 
matière de rédaction du moins. Et ailleurs aus-
si. Lois françaises et lois anglaises sont conçues 
différemment. Les mêmes idées ne se dissimu-
lent pas de la même façon derrière des mots 
d’ont le sens et la portée sont parfois difficiles 
à cerner” (Gervais & Séguin, 2001).

In translation studies, a parallel corpus is usual-
ly considered as a corpus that contains source 
texts and their translations while a comparable 
corpus contains components that are collected 
using the same sampling frame and similar bal-
ance and representativeness (see McEnergy, 
2003, p. 450, for example, for further discussion 
on the topic). Cadlaws, however, is formed by 
two source texts and, given that neither of the 
versions is a translation of the other language, it 
is considered to be a parallel corpus for several 
reasons. Firstly, because it is legally equivalent in 
both versions. Secondly, for a comparable cor-
pus the sampling frame is essential to ensure 
both languages proportion, genre or domain. 

English French
Her Majesty, by and with 
the advice and consent 
of the Senate and House 
of Commons of Canada, 
enacts as follows:
Short Title
This Act may be cited as 
the Controlled Drugs and 
Substances Act
Interpretation

2(1) In this Act, [...]

Sa Majesté, sur l’avis et 
avec le consentement 
du Sénat et de la 
Chambre des communes 
du Canada, édicte:
Titre Abrégé
Loi réglementant 
certaines drogues et 
autres substances.
 Définitions et 
interprétation 
2(1) Les définitions qui 
suivent s’appliquent à la 
présente loi. […]

Example 1
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languages, is longer than that of  other parallel 
corpora in the legal or political domain.

Another unique characteristic of Cadlaws is that 
it is based upon legal texts that have been writ-
ten with special attention to the vocabulary and 
meaning, and as a result, it shows greater variety 
in terminology and expressions. Moreover, the 
drafting of enactments has to respond to Can-
adian bijuralism and respect the coexistence of  
the civil law and common law legal traditions in 
Canada. Allard (2001) discussed how this bijural 
nature of the Canadian legal system, along with 
the obligations that derive from bilingualism, 
has an unquestionable impact on the drafting 
of  federal legislation to ensure that in both 
English and French, the common law and 
civil law legal traditions are acknowledged.

In Example 3, the extracts from the Bank Act 
(S.C. 1991, c. 46) show how drafting is adapted 
to take into account at least four legal audiences 

In Cadlaws, the sampling frame is irrelevant be-
cause the corpus components at segment level 
ensure the exact same meaning. Lastly, a parallel 
corpus compilation process has been followed.

The nature of the legal documents used to build 
the corpus provides Cadlaws with another spe-
cial feature: the average sentence length is, in 
both languages, larger than in the most common 
corpora usually available for this language pair. 
Example 2 from the Good Samaritan Drug Over-
dose Act (S. C. 2017, c. 4) shows this fact, as the 
segments have a length of  87 and 65 words in 
English and 101 and 77 words in French.

These long sentences are not abnormal and 
represent the usual use of  the languages in this 
specialized field. Normally such long senten-
ces are removed during corpus preparation to 
train nmt systems. This means that the segment 
length, since it may be a sentence or a combin-
ation of  them to maintain the meaning in both 

English French
No one who seeks emergency medical or law 
enforcement assistance because that person, or 
another person, is suffering from an overdose, or who is 
at the scene upon the arrival of the assistance, is to be 
charged with an offence concerning a violation of a 
pre-trial release, probation order, conditional sentence 
or parole relating to an offence under subsection 4(1) if 
the evidence in support of that offence was obtained 
or discovered as a result of that person having sought 
assistance or having remained at the scene. [87 words]

Any condition of a person’s pre-trial release, probation 
order, conditional sentence or parole relating to an 
offence under subsection 4(1) that may be violated 
as a result of the person seeking emergency medical 
or law enforcement assistance for their, or another 
person’s, overdose, or as a result of having been at the 
scene upon the arrival of the assistance, is deemed not 
to be violated. [65 words]

La personne qui demande, de toute urgence, 
l’intervention de professionnels de la santé ou d’agents 
d’application de la loi parce qu’elle-même ou une 
autre personne est victime d’une surdose ou qui se 
trouve sur les lieux à l’arrivée des secours ne peut être 
accusée d’une infraction en lien avec la violation 
de conditions de mise en liberté provisoire, d’une 
ordonnance de probation, d’une ordonnance de 
sursis ou des modalités d’une libération conditionnelle 
relativement à une infraction prévue au paragraphe 
4(1) si la preuve à l’appui de cette infraction a été 
obtenue ou révélée parce que cette personne a 
demandé du secours ou est restée sur les lieux. [101 
words]
Est réputée n’avoir jamais eu lieu la violation, 
relativement à une infraction visée au paragraphe 
4(1), de conditions de mise en liberté provisoire, d’une 
ordonnance de probation, d’une ordonnance de sursis 
ou des modalités d’une libération conditionnelle qui 
résulte du fait que la personne a demandé, de toute 
urgence, l’intervention de professionnels de la santé ou 
d’agents d’application de la loi parce qu’elle-même 
ou une autre personne était victime d’une surdose ou 
est restée sur les lieux à l’arrivée des secours. [77 words]

Example 2
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as the civil law and the common law in both 
English and French.

Federal statutes and regulations could be ad-
dressed as “[t]he simple co-existence of  two 
legal traditions, the interaction between two 

English French
Deemed control
(3) A person is deemed to control, within the meaning 
of paragraph (1)(a) or (b), an entity if the aggregate of 
(a) any securities of the entity that are beneficially 
owned by that person, and
(b) any securities of the entity that are beneficially owned 
by any entity controlled by that person is such that, if that 
person and all of the entities referred to in paragraph (b) 
that beneficially own securities of the entity were one 
person, that person would control the entity.

Powers restricted 
(2) A bank shall not carry on any business or exercise 
any power that it is restricted by this Act from carrying 
on or exercising, or exercise any of its powers in a 
manner contrary to this Act.

No invalidity 
16 No act of a bank or authorized foreign bank, 
including any transfer of property to or by a bank or 
authorized foreign bank, is invalid by reason only that 
the act or transfer is contrary to
(a) in the case of a bank, the bank’s incorporating 
instrument or this Act; or
(b) in the case of an authorized foreign bank, this Act.

Idem
(3) Notwithstanding the existence of a pre-emptive 
right, a shareholder of a bank has no pre-emptive right 
in respect of shares to be issued
(a) where the issue of shares to the shareholder is 
prohibited by this Act; or
(b) where, to the knowledge of the directors of the bank, 
the offer of shares to a shareholder whose recorded 
address is in a country other than Canada ought not to 
be made unless the appropriate authority in that country 
is provided with information in addition to that submitted 
to the shareholders at the last annual meeting.

Donated shares and membership shares (3) A bank 
may accept from any shareholder or member a share 
or membership share, as the case may be, of the 
bank surrendered to it as a gift, but may not extinguish 
or reduce a liability in respect of an amount unpaid 
on any such share or membership share except in 
accordance with section 75.

Présomption de contrôle
(3) Pour l’application des alinéas (1)a) ou b), une 
personne est réputée avoir le contrôle d’une entité 
quand elle-même et les entités qu’elle contrôle 
détiennent la propriété effective d’un nombre de 
titres de la première tel que, si elle-même et les entités 
contrôlées étaient une seule personne, elle contrôlerait 
l’entité en question au sens de ces alinéas.

Réserve 
(2) La banque ne peut exercer ses pouvoirs ou son 
activité commerciale en violation de la présente loi.

Survie des droits 
16 Les faits de la banque ou de la banque étrangère 
autorisée, notamment en matière de transfert de biens, 
ne sont pas nuls au seul motif qu’ils sont contraires, dans 
le cas d’une banque, à la présente loi ou à son acte 
constitutif ou, dans le cas d’une banque étrangère 
autorisée, à la présente loi.

Idem
(3) Le droit de préemption ne s’applique pas, non plus, 
aux actions :

a) dont l’émission est interdite par la présente loi;
b) qui, à la connaissance des administrateurs de la 
banque, ne devraient pas être offertes à un actionnaire 
dont l’adresse enregistrée est dans un pays étranger, 
sauf s’il est fourni aux autorités compétentes de ce pays 
des renseignements autres que ceux présentés aux 
actionnaires à la dernière assemblée annuelle.

Donation d’actions et de parts sociales (3) La banque 
peut accepter toute donation d’actions ou de parts 
sociales, mais ne peut limiter ni supprimer l’obligation de 
les libérer autrement qu’en conformité avec l’article 75.

traditions, the formal integration of two tradi-
tions within a given context” or “the recognition 
of  and respect for the cultures and identities of  
two legal traditions” (Allard, 2001). The ex-
tracts from the Bank Act show how in each 
parallel sentence the same meaning is imposed. 

Example 3
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However, as discussed by Justice L. P. Pigeon, 
English drafting “subordinates every conside-
ration to the search for precision. It attemps to 
say all, define all, to intimate nothing, and to 
never assume the intelligence of  the reader.” In 
the French drafting, “one tries to find the preci-
se word, and to formulate a general rule” (Ger-
vais and Séguin, 2001).

Each concept or matter expressed in each 
version needs to be compatible with the legal 
system and it has an impact on the terminol-
ogy used. Thus, Cadlaws reflects this bijural 
terminology depending on the language and 
legal tradition (Table 2) and this wider use of  
terminology is clearly seen by the number of  
unique words used in Cadlaws in comparison to 
the Hansard, which in English is almost doubled 
and in French increases its number by over forty 
per cent.

4. Corpus Evaluation

The evaluation of  the corpus was done using 
Opennmt. For insight into the field of  nmt, 
we refer the reader to overview papers such as 
Neubig (2017), Cromieres et al. (2017), and 
Popescu-Bels (2019). The architecture of  the 
nmt was not optimized, since the aim of  this 
work was to evaluate the corpus, not to develop 
the best performing nmt system. Opennmt, 
like most of  the models, follows a common se-
quence-to-sequence (seq2seq) learning frame-
work (Sutskever et al. 2014), with attention as 
described by Bahdanau et al. (2014).

Neural Networks can be understood as a set of  
algorithms that are designed to recognize pat-
terns. In a sequence-to-sequence model, word 
embedding is used to transform the source lan-
guage, while a context vector is also maintained. 
It has three components: an encoder that trans-
forms a source sentence into a list of vectors, 
one for each input symbol; a decoder that pro-
duces one symbol at a time until the end-of-sen-
tence symbol is found; and an attention model 
that connects the encoder and decoder so that 
the decoder focuses on different parts of the 
source sentence during the decoding process. 
The complete model has to be trained end-to-
end to minimize the negative log-likelihood of  
the training corpus.

Once aligned, the corpus was then divided 
into three sets: training (160,434 lines; English: 
11,696,157 words; French: 11,678,091 words), 
testing (30,717 lines; English: 2,269,919 words; 
French: 2,241,899 words), and validation 
(11,041 lines; English: 701,741 words; French: 
670,650 words). Tokenization for both lan-
guages was done using Moses (Koehn et al., 
2007), which includes markers that allow sim-
ple deterministic detokenization and has simple 
language-independent tokenization rules. To 
better understand and interpret the behaviour 
of  this corpus, a model was trained using the 
Opennmt system (Klein et al., 2018) for the 
English-French pair.

Translation error analysis and quality estima-
tion has been widely researched in the field 

Civil law Common law

English French English French

Immovable Immeuble Real property Bien réel

Hypothec Hypothèque Mortgage Hypothèque

Lease Bail Lease Bail

Table 2 Bijural Terminology: English Civil Law, French Civil Law, English Common Law, French Common Law
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of mt. Fully manual error analysis, as used 
for example by Farrús et al. (2011), Comparin 
(2017), and Daems et al. (2017a) is slow, expen-
sive, and sometimes inconsistent. Automatic 
evaluation uses metrics such as bleu (Papineni 
et al., 2001), which compute the similarity 
between a human supplied “gold standard” 
reference and the mt output based mostly on 
n-grams occurrence. One known issue with 
bleu is that it is limited to working at sentence 
level. According to Way (2018), despite the 
well-known problems with bleu, it has been by 
significant margin the most reported metric in 
papers involving mt experiments. This was the 
main reason for its use to evaluate the mod-
el’s predictions although it might not be total-
ly adequate for such a heterogeneous corpus 
as Cadlaws, and it might provide lower scores 
than other metrics.

Thus, Cadlaws corpus scored more than 6 
points higher than the one obtained with a 
corpus that, although it is very similar in size, 
has a sentence length closer to other available 
corpora and has a narrower variety of  vo-
cabulary. It cannot at this point be definitive-
ly stated that the larger number of  types is 
responsible for the better metrics that were 
observed. However, the similarity of  both cor-
pora suggests this may be the case.

5. Possible Uses

The Cadlaws corpus is a new tool which may 
be used in the future to deepen in the analysis 
of “translationese” and the differences between 
original and translated texts. Machine learn-
ing strategies have also been used to identify 
differences between translated and original texts, 
which challenges the notion of translation uni-
versals. “Translationese” is used to indicate the 
difference between original text and translated 
text, and a lot of  research has been done to 
analyse whether “translationese” actually 

exists. Some authors believe that translated 
texts tend to be more explicit, more conserv-
ative, and less lexically dense than the origin-
al (Laviosa, 1998; Olohan, 2003; Puurtinen, 
2003; Hansen-Schirra, 2011), or that transla-
tions tend to underrepresent the typical lin-
guistic features of  the target language if  there 
is not an obvious equivalent in the source 
language (Tirkkonen-Condit, 2002; Mauran-
en, 2004). However, Baroni and Bernardini 
(2005) pointed out that these differences be-
tween original and translations might be due 
to confounding factors, such as gender-based 
difference between languages, where corpus 
construction might introduce confounding 
variables. Daems et al. (2017b) could not find 
user perception to identify post-edited texts 
from human translations, either perceived or 
measured. From these studies, it seems that 
readers are not capable of  identifying the dif-
ference between an original text and a trans-
lated text (Tirkkonen-Condit, 2002; Baroni & 
Bernardini, 2005).

Interestingly enough, computers have success-
fully been trained to detect these differences 
by taking lexical and grammatical informa-
tion into account (Baroni & Bernardini, 2005; 
Ilisei et al., 2010, Koppel & Ordan, 2011, Carter 
& Inkpen, 2012, Volanski et al., 2015, Laippala 
et al., 2015, Jiang & Tao, 2017, Rabinovich et 
al., 2017). Van Halteren (2008) identified the 
source language of  medium-length speeches in 
the Europarl Corpus on the basis of  frequency 
counts of  word n-grams and identified source 
language markers. Kurokawa et al. (2009) used 
the Hansard Corpus in to investigate whether a 
text was an original or a translation. The auth-
ors went one step further to measure its impact 
on statistical machine translation, and they 
found that a model trained on five times fewer 
data yielded a similar performance because it 
was trained on the “right kind of  data” (Kuro-
kawa et al., 2009).
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The cultural dimension in translation is not 
a new subject in translation, but it has been 
brought back with the wider implementation 
of  artificial intelligence and the use of  data 
set that do not necessarily take into account 
culture differences. Cadlaws could be an ex-
ample of  the sort of  data needed for (n)mt to 
ensure that there is not only a language trans-
fer but also another culture in the translations 
(Sánchez-Gijón & Piqué, 2020) and, in this 
case, to take into consideration the coexisting 
two legal cultures.

The Cadlaws corpus could also be used as valu-
able resource for linguistic research and natural 
language processing applications such as paral-
lel term extraction, information retrieval, ques-
tion answering, or word sense disambiguation 
in the legal domain. To the best of  our know-
ledge, there is no other corpus formed by two 
source texts that are equivalent in meaning to 
the point of  being legally equivalent.

7. Conclusions

Cadlaws, a new English-French parallel corpus, is 
publicly available for research and non-commer-
cial use under a Creative Commons Attribution 
International Licence. The sentence-aligned 
corpus is roughly 16 million words in each 
language and contains around 740 thousand 
segments.

It has been compiled from Canadian legal 
documents and it has three unique features. 
First, it has been compiled from enactments 
that are legally equivalent in both languages 
but not the result of  a translation. Canadian 
federal laws are co-drafted simultaneous-
ly in English and French, to not only guard 
the equality of  both official languages, but to 
assure the legislative bijuralism. Thus, each 
language version has to reflect the concepts, 
terms, and institutions of  the common law and 

civil law systems coexisting in Canada. Among 
other examples, it has been examined how for 
example, “[i]n this act” in the English version is 
equivalent to “[l]es définitions qui suivent s’ap-
pliquent à la présente loi” in French.

Second, the sentences are very long compared 
to other corpora in the legal vocabulary field for 
this language pair. Neither version is a translation 
of the other, but they convey the same meaning 
in a given paragraph. Hence, while each segment 
has the same meaning, it can be formed by in-
dividual sentences that may not be considered 
a perfect translation in the other language de-
spite being legally equivalent. Normally such 
long sentences are removed during corpus 
preparation to train nmt systems, but Cadlaws 
is built precisely upon these long segments to 
provide the legally equivalent meaning in Eng-
lish and French.

Finally, Cadlaws is based upon legal texts that 
have been written with special attention to the 
vocabulary and meaning, and as a result, it 
shows greater variety in terminology and ex-
pressions. Moreover, each concept or matter 
expressed in each version needs to be compat-
ible with the legal system and has an impact 
on the terminology used. Cadlaws reflects this 
bijural terminology depending on the lan-
guage and legal tradition and this wider use 
of terminology is clearly seen by the number of  
unique words used. Jurists co-drafting in both 
languages are required to harmonize the con-
cepts not only of  two languages but of  two 
legal traditions.

It has been discussed that Cadlaws is con-
sidered a parallel corpus. In translation stud-
ies, a parallel corpus is usually regarded as a 
corpus that encompass source texts and their 
translations while a comparable corpus consists 
of  texts that are collected using the same sam-
pling frame and similar balance and represent-
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ativeness. Cadlaws is a parallel corpus because 
essentially its meaning is legally equivalent in 
both versions. It is built upon two equivalent 
source texts and neither of  the versions is a 
translation of  the other language. Further-
more, for a comparable corpus the sampling 
frame is essential to ensure both languages 
proportion, genre, or domain. In Cadlaws, the 
sampling frame is irrelevant because the corpus 
components at segment level ensure the exact 
same meaning.

Lastly, a parallel corpus compilation process 
has been followed. The enactments were 
downloaded in xml from January 2001 to De-
cember 2018. Sentences were considered as 
the basic units and were automatically split by 
using the document’s structure tags with one 
sentence per line. Moses was used to tokenize, 
and the alignment was done using Hunalign. 
The order of the sentences is the same as in the 
original for each legal document, the one-to-
one, many-to-one, or many-to-many align-
ments that were filtered out left some gaps.

The Canadian Hansard for the period 1997-
2000 has been used to expose the special char-
acteristics of  Cadlaws since both corpora are 
equivalently sized and belong to the same lan-
guage domain. It stands out that the number 
of  unique words of  this new corpus almost 
doubles that of  the Hansard despite both be-
ing very similar in size. Concerning the sen-
tence length, Cadlaws has 21 words per sentence 
while the Hansard has about 15. It has been 
exposed that the Hansard French version has 
longer sentences than the English one, while 
in the Cadlaws corpus, it is the English version 
the one with higher number of  words per sen-
tence, attributed to the different legal tradition.

The evaluation of  the corpus was done using 
Opennmt. The architecture of  the nmt was not 
optimized since the aim of  this work was to 

evaluate the corpus, not to develop the best 
performing nmt system. Benchmark baseline 
nmt results on this corpus scored a bleu metrics 
of  44.82, an overall score more than 6 points 
higher than the one obtained with the Can-
adian Hansard. Further work might help deter-
mine whether the larger number of  types or 
the sentence length is responsible for the better 
metrics. However, the similarity of  both cor-
pora suggests this may be the case.

Possible uses of the corpus have been con-
sidered. The special features of Cadlaws might 
be used to deepen the study of the differences 
between original and translated texts for linguis-
tic research and natural language processing 
applications such as parallel term extraction, in-
formation retrieval, question answering, or word 
sense disambiguation in the legal domain. To the 
best of our knowledge, there is no other corpus 
formed by two source texts that are equivalent in 
meaning to the point of being legally equivalent.
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